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“I think to do something that you feel in your heart
that’s great, you need to make a lot of mistakes to
get there. Anything that’s successful is a series of
mistakes.”

Billie Joe Armstrong (Bullet in a Bible, 2005)

1
Introduction

In the early days of artificial intelligence (AI) research, individual sub-tasks
within the field were mainly studied in isolation. For example, distinct meth-
ods and theories were developed for different tasks that depend on different
data modalities, such as automatic speech recognition (e.g., Graves et al., 2006;
Graves, 2012; Hannun et al., 2014), computer vision (e.g., Krizhevsky et al.,
2012; Simonyan and Zisserman, 2015; He et al., 2016), information retrieval
(e.g., Manning et al., 2008; Guo et al., 2016), knowledge representation (e.g.,
van Harmelen et al., 2008), and natural language processing (e.g., Mikolov
et al., 2013; Sutskever et al., 2014; Bahdanau et al., 2015). It is unlikely that
machines can fully comprehend a learning problem by solely using a single
modality. For example, human cognition, which yields good performance on
various tasks and problems (Noyes et al., 2004), can certainly not be regarded as
uni-modal (Barsalou, 2001). Therefore, in this thesis, we diverge from conven-
tional single-modal AI approaches and focus instead on multi-modal learning
problems and algorithms. Multi-modal AI is defined as AI research problems
that include multiple modalities of data, such as audio (speech), images/video
(vision) and text (language) (Baltrusaitis et al., 2019).

There are several benefits of leveraging multiple modalities over uni-modal
AI methods. For example: (i) multi-modality provides a more informative
training signal since it depicts a data point from different views, thereby
adding complementary information (Guo et al., 2019b). (ii) Multi-modal AI
methods are capable of handling multiple modalities of data and, therefore,

1



2 introduction

enabling a more comprehensive understanding of the content and learning
problem (Gautam, 2023).

Each chapter in this thesis focuses on a multi-modal learning problem.
Throughout this thesis, we work with three modalities: (i) audio, (ii) image(s),
and (iii) text. These three modalities are studied by focusing on three multi-
modal tasks: (i) automatic speech recognition, (ii) scene text recognition, and (iii) im-
age-caption retrieval (or more broadly image-text representation learning). The
former two tasks are characterised by their sequential nature (i.e., a sequence
modeling task), while the latter is defined as a multi-modal representation
learning task.

Due to the evident difference in the task characteristics that we study in
this thesis, we divide the thesis into two parts. In Part 1, we focus on multi-
modal sequence modeling. Sequence modeling tasks are characterized by the
sequential nature of the input data (such as text or audio) or a model’s ability to
make predictions about or generate sequential output. We introduce two novel
methods for multi-modal sequence modeling: one for contextual automatic
speech recognition (Chapter 2) and one for scene text recognition (Chapter 3).

In Part 2, we focus on multi-modal representation learning for two modalities:
images and text. Representation learning aims to learn representations of the
input data that make it easier to extract useful information when building
classifiers or other predictors (Bengio et al., 2013). The goal of image-text
representation learning is to learn universal representations for both images
and text, where visual concepts and textual information can be related to each
other. The primary focus is on contrastive image-text representation learning,
where we provide new insights into the understanding and improvement of
contrastive image-text methods (Chapter 4, 5, and 6).

1.1 scope and research questions

This thesis does not aim to answer a single overarching research question.
Instead, as stated before, it is structured in two parts, both focusing on
multi-modal learning algorithms. In the first part, we focus on multi-modal
sequence modeling. In the second part, we focus on image-text representation
learning. Each of the five research chapters in this thesis is centered around
a specific research question. We will now provide a brief overview of each
research question.



1.1 scope and research questions 3

We start by investigating multi-modal sequence modeling. The first task
we examine is contextual automatic speech recognition. Contextual automatic
speech recognition (ASR) (or contextual speech recognition) differs from con-
ventional ASR by having access to additional user-specific context information.
Alon et al. (2019) introduced a method to generate hard negative context
information (i.e., phrases) for contextual ASR. However, the method by Alon
et al. (2019) can be seen as a form of data augmentation before training starts
and relies on an external offline ASR model to generate the hard negative
phrases. In Chapter 2, which is based on (Bleeker et al., 2023a), we propose an
efficient online algorithm for hard negative phrase mining: approximate nearest
neighbour phrase (ANN-P) mining. Specifically, we formulate the following
research question:

Research Question 1: Can we improve contextual automatic speech recognition by
introducing an efficient online hard negative phrase mining approach?

The ANN-P mining method is simple to implement and can be used online
during training in combination with a context-aware transformer transducer.
The goal of ANN-P mining is to improve the model’s ability to disambiguate
between similar-sounding phrases and hence the prediction performance of
the ASR model.

We demonstrate the effectiveness of ANN-P mining in a large-scale data
regime consisting of 650,000 hours of acoustic training data. We show that the
ANN-P mining approach results in an improvement of 7% relative word error
rate reduction for the personalized portion of test data (i.e., when there is a
user profile available during inference) in streaming scenarios.

The next multi-modal sequence modeling task in Part 1 is scene text
recognition (STR). Similar to ASR, STR methods transcribe the text sequence
present in the model input. However, STR methods take an image of text
as input. To make the output transcriptions more robust, Shi et al. (2018)
introduced a bidirectional STR method that decodes the text in the input
image in both decoding directions: left-to-right and right-to-left. However, this
comes at the cost of having two decoders – one for each decoding direction.
Therefore, in the second research chapter of this thesis, we formulate the
following research question:
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Research Question 2: Can we unify bidirectional multi-modal sequence modeling
into a single decoder architecture for scene text recognition?

In Chapter 3, which is based on (Bleeker and de Rijke, 2020), we propose
bidirectional scene text transformer (Bi-STET), a transformer-based encoder-
decoder method for bidirectional scene text recognition. Due to the
non-recurrent inductive bias of the transformer architecture, we can utilize
the same decoder for left-to-right and right-to-left decoding. To condition
the output on a decoding direction, we introduce the decoding direction
embedding. We show that the Bi-STET outperforms the bidirectional STR
method by Shi et al. (2018) and meets or outperforms state-of-the-art STR
methods. Moreover, we demonstrate how the same attention heads are used
for both right-to-left and left-to-right decoding.

In the second part of the thesis, we focus on representation learning for
images and text. A prominent approach for supervised (e.g., Schroff et al.,
2015; Faghri et al., 2018; Khosla et al., 2020) and self-supervised (e.g., van
den Oord et al., 2018; Chen et al., 2020c) representation learning is contrastive
learning. In contrastive learning, the goal is to learn latent representations of
the input data in such a manner that similar data points are close together (i.e.,
a small distance given a distance metric) in the latent representation space.

In metric learning, the goal is to learn a function that maps input data into
a latent space, where similar (pairs of) data are close together and dissimilar
data are apart (Musgrave et al., 2020). In other words, the distance in the la-
tent space serves as a similarity metric. To learn metric learning functions,
contrastive losses are a prominent choice of optimization function and, there-
fore, the metric and contrastive learning fields are closely related to each other.
Many contrastive learning losses have been proposed and evaluated in the con-
text of image-to-image metric learning (e.g., Schroff et al., 2015; Movshovitz-
Attias et al., 2017; Brown et al., 2020a). However, only a small number of
those contrastive losses have been applied in the context of image-caption re-
trieval (ICR), which is an image-text representation learning task. Therefore,
in Chapter 4 we raise the following research question:
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Research Question 3: Do lessons from metric learning generalize to image-caption
retrieval?

In Chapter 4, which is based on (Bleeker and de Rijke, 2022), we take several
diverse metric learning functions and evaluate them in the context of the
ICR evaluation task. Unexpectedly, we find that the de facto choice of loss
function for the ICR task (i.e., the prominent triplet loss with semi-hard
negative mining) outperforms other metric learning functions that outperform
the triplet loss in different settings. To better understand why certain metric
learning functions perform better than others, we introduce counting contribut-
ing samples (COCOS). COCOS defines a count that tells how many samples
contribute to the gradient when updating the encoder parameters for each
metric learning function we examine. We show that, on average, the highest-
performing loss function takes at most one negative sample into account when
computing the gradient. At the same time, the underperforming contrastive
losses take too many (non-informative) negative samples into account in the
gradient computation.

Continuing our image-text representation learning investigation, we criti-
cally analyze one of the contrastive losses we examine in Chapter 4: the
InfoNCE loss (van den Oord et al., 2018) (in Chapter 4 we refer to this
loss function as the NT-Xent loss (Chen et al., 2020c)). The InfoNCE loss
is a prominent optimization function for both uni- and multi-modal super-
vised (Radford et al., 2019; Khosla et al., 2020) as well as self-supervised
representation learning tasks (van den Oord et al., 2018; Chen et al., 2020c).
However, using the InfoNCE loss does not guarantee to learn all predictive
features in the input data (Robinson et al., 2021), and this is most likely an
even more prominent problem in resource-constrained training settings (i.e.,
when either the amount of training data or compute budget is limited). This
motivates our next research question:

Research Question 4: Can we reduce predictive feature suppression for resource-
constrained contrastive image-text representation learning?

In Chapter 5, which is based on (Bleeker et al., 2023b), we introduce latent
target decoding (LTD). LTD is an additional decoding objective that we add
to the contrastive ICR framework, which reconstructs the input caption in a
latent space of a general-purpose sentence encoder in a non-auto-regressive



6 introduction

manner. Instead of implementing LTD as a dual optimization objective (i.e.,
an additional loss function), we propose to implement LTD as an optimization
constraint. We demonstrate that LTD reduces predictive feature suppression
by obtaining higher recall@k, r-precision, and nDCG scores than baseline ICR
methods that are optimized using a contrastive loss. Additionally, we show
that LTD can be applied with different contrastive losses and ICR methods.
Furthermore, we find that implementing LTD mainly reduces predictive
feature suppression when implemented as an optimization constraint, rather
as a dual optimization objective.

If a image-text encoder model minimizes a contrastive loss while still
suppressing predictive features in the input data, one could argue that the
model relies on a shortcut to optimize the objective (Robinson et al., 2021),
failing to capture all task-relevant information for the given task. In Chapter 5,
we show that using LTD for contrastive image-text methods can mitigate
predictive feature suppression (measured by the generalizability of the learned
representations to the ICR evaluation task). However, it remains unclear to
what extent contrastive image-text methods rely on shortcut solutions when
minimising the InfoNCE objective. Therefore, we formulate the final research
question as follows:

Research Question 5: Can we demonstrate and reduce shortcuts in contrastive
image-text representation learning?

In Chapter 6, which is based on (Bleeker et al., 2024), we refer to image-text
with the broader term vision-language. We introduce a synthetic shortcuts for
vision-language (SVL) framework. SVL is a training and evaluation framework
that allows for the injection of synthetic shortcuts into image-text data in a con-
trolled manner. The SVL framework allows us to measure how much of the
task-relevant information in the input (i.e., predictive features) is still captured
by contrastive image-text methods when a shortcut is present in the training
data. We show that contrastive image-text methods that are either trained from
scratch (VSE++, Faghri et al., 2018) or fine-tuned (CLIP, Radford et al., 2021)
with data containing synthetic shortcuts, mainly learn features that represent
the shortcut and that the remaining task-relevant information is suppressed.
Therefore, we conclude that contrastive losses are not sufficient to learn task-
optimal representations that contain all predictive features in the input data.
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Next, we examine two shortcut reduction methods on the SVL framework:
(i) latent target decoding (Bleeker et al., 2023b), and (ii) implicit feature modifi-
cation (Robinson et al., 2021). We find that both methods improve performance
on the ICR evaluation task (when shortcuts are included in the training data)
in some settings, however, they only partially reduce shortcut learning when
training and evaluating with the SVL framework.

This concludes the overview of the research questions we answer in this
thesis. In the next section, we provide an overview of the contributions of this
thesis.

1.2 main contributions

Algorithmic contributions
• We propose approximate nearest neighbour phrase (ANN-P) mining, a novel

online hard negative mining method combined with a context-aware trans-
former transducer for contextual speech recognition (Bleeker et al., 2023a,
Chapter 2).

• We propose bidirectional scene text transformer (Bi-STET), a novel method for
bidirectional scene text recognition with a single decoder network (Bleeker
and de Rijke, 2020, Chapter 3).

• We propose counting contributing samples (COCOS), a novel method that
makes it possible to compare contrastive loss functions by counting how
many samples contribute to the gradient w.r.t. the query representa-
tion (Bleeker and de Rijke, 2022, Chapter 4).

• We propose latent target decoding (LTD), a novel method to reduce predic-
tive feature suppression for ICR methods in resource-constrained scenar-
ios (Bleeker et al., 2023b, Chapter 5).

• We propose the synthetic shortcuts for vision-language (SVL) framework, a
novel training and evaluation framework that allows us to inject synthetic
shortcuts into image-text data to measure to what extent contrastive image-
text methods rely on shortcuts to minimize the contrastive optimization ob-
jective (Bleeker et al., 2024, Chapter 6).
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Theoretical contributions
• We show that contrastive losses (i.e., InfoNCE (van den Oord et al., 2018))

that enforce minimal sufficient representations can never learn task-optimal
image representations (i.e., representations that contain all task-relevant in-
formation in the input captions), in the context of image-text representation
learning with multiple matching captions per image (Bleeker et al., 2024,
Chapter 6).

Empirical contributions
• We show that ANN-P mining results in a 7% relative word error rate re-

duction on the personalized fraction of the test data (i.e., when a user in-
formation or profile is available) compared to a context-aware transformer
transducer that is trained with random phrase mining in streaming scenarios
(Bleeker et al., 2023a, Chapter 2).

• We show that Bi-STET outperforms the bidirectional STR method by (Shi et
al., 2018), and either outperforms or meets the performance of state-of-the-
art (SOTA) STR methods (Bleeker and de Rijke, 2020, Chapter 3).

• We empirically evaluate if findings from metric learning generalize to the
ICR task (Bleeker and de Rijke, 2022, Chapter 4).

• We show that constrained-based LTD reduces predictive feature suppres-
sion, as it outperforms ICR baselines that are only optimized by using a
contrastive loss or LTD (Bleeker et al., 2023b, Chapter 5).

• We compare constraint-based LTD with LTD implemented as a dual opti-
mization objective. We show that LTD implemented as a dual loss is less
effective to reduce predictive feature suppression (Bleeker et al., 2023b, Chap-
ter 5).

• We evaluate the SVL framework in a wide range of different settings, varying
the amount of shortcuts we add to the training and evaluation data. We show
that, in general, the more shortcuts we add to the training data, the more the
contrastive image-text methods learn to represent shortcut features in the
input data, suppressing remaining task-relevant information (Bleeker et al.,
2024, Chapter 6).

• We examine two shortcut reduction methods (latent target decoding and
implicit feature modification) on the SVL framework and show that shortcut
learning partially can be mitigated in some settings (Bleeker et al., 2024,
Chapter 6).
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1.3 thesis overview

This section provides an overview of this thesis and some recommendations
for reading directions. This thesis consists of seven chapters: an introduction,
five research chapters and a conclusion. Each research chapter is based on a
publication and is centered around a specific research question (as discussed
in Section 1.1). The research chapters are self-contained and can be read inde-
pendently and in any desired reading order.

However, each chapter in Part 2 is a direct follow-up of the preceding one,
following a chronological order of publication. Therefore, Chapter 4, 5, and 6

are best read together in order, since they build on each other. Although each
chapter in Part 2 is a direct follow-up of the preceding one, each chapter is still
based on an individual publication. As a result, the notation and terminology
between the chapters in Part 2 can differ somewhat. To avoid confusion in the
used notation, we provide a notation table in the appendix of Chapter 4, 5, 6.
We conclude this thesis by providing a summary of our findings and outlining
future research directions in Chapter 7.

1.4 origins

Each chapter in this thesis is based on a publication. Below we list the publica-
tions that are the origins of each chapter.
• Chapter 2

Maurits Bleeker, Pawel Swietojanski, Stefan Braun, and Xiaodan
Zhuang. Approximate Nearest Neighbour Phrase Mining for Contex-
tual Speech Recognition. In INTERSPEECH’23. 2023.
This work was done during an internship at Apple AI/ML in 2022. MB
scoped the initial idea. MB implemented the algorithm, based on dis-
cussions with PS, and ran the initial experiments. PS further ran the
final experiments and had an important advisory role. SB provided
the pre-trained BERT model for the context encoder. All authors con-
tributed to the writing. MB and PS contributed equally to the writing.
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• Chapter 3

Maurits Bleeker and Maarten de Rijke. Bidirectional Scene Text Recog-
nition with a Single Decoder. In ECAI’20. 2020.

MB proposed the idea, designed and ran the experiments. MdR had
an important advisory role. All authors contributed to the writing. MB
did most of the writing.

• Chapter 4

Maurits Bleeker and Maarten de Rijke. Do Lessons from Metric Learn-
ing Generalize to Image-Caption Retrieval? In ECIR’22. 2022.

MdR proposed the idea of doing a reproducibility study. MB proposed
the experimental setup, designed and ran the experiments. MdR had
an important advisory role. Both authors contributed to the writing.
MB did most of the writing.

• Chapter 5

Maurits Bleeker, Andrew Yates, and Maarten de Rijke. Reducing
Predictive Feature Suppression in Resource-Constrained Contrastive
Image-Caption Retrieval. In TMLR. 2023.

MB proposed the idea, designed and ran the experiments. MdR and AY
had important advisory roles. All authors contributed to the writing.
MB did most of the writing.

• Chapter 6

Maurits Bleeker, Mariya Hendriksen, Andrew Yates, and Maarten de
Rijke. Demonstrating and Reducing Shortcuts in Vision-Language Rep-
resentation Learning. Under review. 2024.

MB proposed the idea, designed the shortcut sampling framework, and
the shortcut reduction experiments. MB ran the shortcut sampling ex-
periments for CLIP, and MH for VSE++. MB ran all the shortcut re-
duction experiments. MdR and AY had important advisory roles. All
authors contributed to the writing. MB and MH contributed equally to
the writing.
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The writing of this thesis also benefited from work on the following publica-
tions:
• David Stap, Maurits Bleeker, Sarah Ibrahimi, and Maartje ter Hoeve. Con-

ditional Image Generation and Manipulation for User-Specified Content. In
CVPR, AI for Content Creation Workshop. 2020.

• Michael Neely, Stefan F. Schouten, Maurits Bleeker, and Ana Lucic. Order
in the Court: Explainable AI Methods Prone to Disagreement. In ICML,
Theoretic Foundation, Criticism, and Application Trend of Explainable AI Workshop.
2021.

• Mariya Hendriksen, Maurits Bleeker, Svitlana Vakulenko, Nanne van No-
ord, Ernst Kuiper, and Maarten de Rijke. Extending CLIP for Category-to-
image Retrieval in E-commerce. In ECIR’22. 2022.

• Ana Lucic, Maurits Bleeker, Sami Jullien, Samarth Bhargav, and Maarten
de Rijke. Reproducibility as a Mechanism for Teaching Fairness, Account-
ability, Confidentiality, and Transparency in Artificial Intelligence. In AAAI
Symposium on Educational Advances in Artificial Intelligence. 2022.

• Ana Lucic, Maurits Bleeker, Samarth Bhargav, Jessica Forde, Koustuv Sinha,
Jesse Dodge, Sasha Luccioni, and Robert Stojnic. Towards reproducible ma-
chine learning research in natural language processing. ACL Tutorial on Re-
producibility. 2022.

• Michael Neely, Stefan Schouten, Maurits Bleeker, and Ana Lucic. A Song
of (Dis)agreement: Evaluating the Evaluation of Explainable Artificial Intel-
ligence in Natural Language Processing. In HHAI’22. 2022.

• Ana Lucic, Maurits Bleeker, Maarten de Rijke, Koustuv Sinha, Sami Jullien,
and Robert Stojnic. Towards Reproducible Machine Learning Research in
Information Retrieval. SIGIR Tutorial on Reproducibility. 2022.

• Maurits Bleeker. Multi-modal Learning Algorithms and Network Architec-
tures for Information Extraction and Retrieval. In ACM MM’22. 2022.
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2
Phrase Mining for Contextual Speech

Recognition

We start this thesis by examining the first multi-modal task: automatic speech
recognition (ASR). ASR is a sequential multi-modal task and the objective of
ASR methods is to transcribe the spoken language in the audio into text.

In this chapter,1 we specifically focus on contextual speech recognition. In
contextual speech recognition, the ASR model has access to additional context
information to bias the output prediction towards user-specific utterances. This
can be done by providing the ASR model a context list containing user-specific
context phrases (e.g., Pundak et al., 2018; Chang et al., 2021).

To make the predictions of the ASR model more robust to similar-sounding
phrases, Alon et al. (2019) introduced a hard negative mining approach for
contextual speech recognition. However, this method runs offline (i.e., before
training the contextual ASR method) by using an external ASR method. There-
fore, in this chapter, we raise the first research question of this thesis:

Research Question 1: Can we improve contextual automatic speech recognition by
introducing an efficient online hard negative phrase mining approach?

To answer this research question, we introduce approximate nearest neighbour
phrase (ANN-P) mining for contextual speech recognition. ANN-P mining is a
novel method that samples hard negative phrases online during training from
the latent space of the context encoder. We show that our ANN-P mining
method results in up to 7% relative word error rate reductions for the person-
alized portion of test data in streaming scenarios, with only minor regressions
on generic queries.

1 This chapter is based on (Bleeker et al., 2023a).
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2.1 introduction

Recognizing words that are rare or unseen during training poses a challenge
for end-to-end (E2E) automatic speech recognition (ASR) (Sainath et al., 2018;
Alon et al., 2019; Bruguier et al., 2019; Guo et al., 2019a). One way to address
this problem is to allow the model to use user-specific information during
inference, such as contact names, app names, media titles, and relevant geo-
location names. To that end, several approaches have been proposed including
shallow language model (LM) fusion (Zhao et al., 2019; Le et al., 2021), on-the-
fly rescoring (Hall et al., 2015; Williams et al., 2018; Zhao et al., 2019), or deep
fusion approaches (Pundak et al., 2018; Bruguier et al., 2019; Jain et al., 2020).
Since E2E models tend to learn a strong internal LM (McDermott et al., 2021;
Meng et al., 2021), shallow LM fusion and rescoring approaches are not always
effective out of the box.

Alternative methods rely on deep neural contextual fusion (DCF) (Pundak
et al., 2018; Bruguier et al., 2019; Jain et al., 2020; Chang et al., 2021; Sun et
al., 2021; Munkhdalai et al., 2022; Sathyendra et al., 2022). In DCF, the bias-
ing machinery is part of the ASR model and is jointly learned with the main
ASR objective. Different DCF techniques share much of the same modeling
back-end and thus can be implemented for arbitrary E2E network architectures
such as the attention encoder-decoder (AED) (Chan et al., 2015) or the RNN
Transducer (RNN-T) (Graves, 2012) ASR systems. Deep contextual biasing has
been proposed for the contextual listen, attend, and spell (CLAS) (Chan et al.,
2015; Pundak et al., 2018) AED model and similar solutions were extended
to the contextual neural transducer (Jain et al., 2020; Chang et al., 2021). The
major difference between contextual models and their non-contextual counter-
parts is the biasing machinery, usually implemented as an additional context
encoder followed by a fusion mechanism. The context encoder is typically
implemented as an LSTM (Hochreiter and Schmidhuber, 1997) or more re-
cently a transformer (Vaswani et al., 2017) model, and its role is to project a set
of tokenized biasing phrases into a set of fixed-sized continuous embeddings.
Next, a fusion mechanism integrates these embeddings with the acoustic (AED,
RNN-T) and/or label (RNN-T) encoder when making ASR predictions. Fu-
sion can be implemented in a latent space with cross-attention between audio
and context encoders (Pundak et al., 2018; Jain et al., 2020) or by interpolat-
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ing generic and contextual model’s distributions, as done in tree-constrained
pointer generation networks (TCPGN) (Sun et al., 2021).

A major challenge in contextual biasing is that some words, including the
biasing phrases fed into the context encoder, may exhibit phonetic similarities
with one another or may be characterized by complex and non-standard pro-
nunciation patterns. For example, names in a contact list that sound similar to
each other, or geo-location names that have similar (but not identical) pronunci-
ations. To make deep contextual biasing more robust to settings where context
information is (phonetically) similar to each other, one could explicitly em-
bed additional phoneme-level information in the contextual ASR as explored
in (Chen et al., 2019b), or train the ASR system such that it can learn to better
disambiguate between challenging queries.

In this chapter, we are interested in the latter approach by exposing the
ASR to hard negative examples during training. Alon et al. (2019) proposed a
method to generate phonetically similar phrases given a reference phrase. Pho-
netically similar phrases might have similar (i.e., confusing) acoustic represen-
tations and, therefore, are hard to distinguish from the desired phrase during
inference (Alon et al., 2019). By appending phonetically similar phrases as hard
negatives to the context encoder’s inputs during training, the model is explic-
itly tasked to disambiguate between them. There are several possible ways
to insert hard negatives into the training pipeline. In Alon et al. (2019), an
external ASR model (Variani et al., 2017) is used to decode and generate a set
of hypotheses for each query. These hypotheses are then ranked based on the
word co-occurrence and the phonetic similarity with the reference phrase.

While the method by Alon et al. (2019) has shown promising results, it is
worth noting that their approach may be viewed as a form of data augmen-
tation implemented prior to training of a deep contextual ASR model, rather
than a technique that can be directly integrated into the training process. This
may not be optimal, as exact hard negative phrases (HNP) are likely to depend
on the mistakes a specific ASR is prone to make, rather than mis-recognitions
of some independent ASR system.

In this chapter, we present an alternative, computationally efficient exten-
sion of mining HNP: approximate nearest neighbour phrase (ANN-P) mining.
ANN-P mining allows one to efficiently select HNP during the training of a
deep contextual model in an online manner, using the latent space of the con-
text encoder. ANN-P mining unifies two important aspects of HNP for contex-
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tual ASR in a single method, by including phrases in the context list that are
(i) phonetically similar to the reference phrase (i.e., distracting phrases), as in
(Alon et al., 2019), and (ii) close to the reference phrase in the latent space of
the context encoder. The latter property is hypothesized to make it harder for
the model to discriminate different phrases (Alon et al., 2019). Different from
Alon et al. (2019), our approach does not require a full decode of training data,
nor an existing pre-trained ASR model to obtain hard negatives.

We implement the proposed ANN-P mining using the context-aware trans-
former transducer (CATT) model (Chang et al., 2021). CATT proposed an
efficient biasing approach that makes full use of the transformer transducer
(TT) (Zhang et al., 2020) architecture. The biasing phrases in the CATT are
mapped into single embeddings (i.e., one per biasing phrase) that are then
used with cross-attention to bias both the audio and label encoders. While
the original CATT formulation only considered non-streaming scenarios, we
extend CATT to both streaming and non-streaming applications at the same
time by training it in a variable attention masking manner (Tripathi et al., 2020;
Swietojanski et al., 2023). Given the limited (audio) context window in stream-
ing scenarios, it is difficult to accurately distinguish the correct biasing phrase
while transcribing. This especially applies for CATT-like approaches where
each biasing phrase is compressed into a single embedding, rather than an
embedding per sub-word as is the case with TCPGN or neural associative net-
works (NAM) (Munkhdalai et al., 2022).2 As such, we anticipate that for the
CATT model, ANN-P mining is likely to provide greater value in streaming
than in non-streaming scenarios.

To summarize, the contributions of this chapter include:
• An extension of the training mechanism for the CATT that utilizes mining

hard negative phrases directly from the latent space of the ASR model. This
approach results in up to 7% relative word error rate (WER) reductions for
the personalized portion of test data, with only minor regressions on generic
queries or around 2% relative on average when taking into account both
generic and personal queries.

• An extension of the CATT to the streaming scenario.

2 Although not investigated in this chapter, CATT is likely to work well for neural biasing of non-
auto-regressive models like connectionist temporal classification (CTC) (Graves et al., 2006)
whereas NAM or TCPGN relies on decoded prefixes for biasing. See (Dingliwal et al., 2023)
for a recent CTC study.
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• Evaluation of the proposed approach in a large-scale data regime consisting
of 650,000 hours of acoustic training data. This is to make sure the mod-
els are well-trained, and not handicapped by limited training data diversity,
which in turn could artificially inflate biasing performance.

2.2 method

2.2.1 Context-aware transformer transducer

The context-aware transformer transducer (Chang et al., 2021) extends an
RNN-T consisting of a label and audio encoder, with an additional contextual
encoder, followed by a biasing cross-attention layer that measures the relevance
of the context phrase to the query from the perspective of information found
in the audio and label encoders. The context encoder f context(·) takes as in-
put a set of context phrases SC = {w1, . . . } and maps each context phrase
wi ∈ SC into a fixed vector representation f context(wi) := hCE

i . The CATT uses
a transformer (Vaswani et al., 2017) for the label, audio, and context encoder.

The biasing layer in the CATT model consists of a multi-head attention
(MHA) layer (Vaswani et al., 2017). The goal of the MHA is to measure the
similarity between each phrase in the context list and the audio signal using
scaled dot-product cross-attention, which weights each input phrase according
to this similarity score with the audio.

Consider a pair of contextual phrases wi, wj ∈ SC , where i ̸= j. Phrase wi

is the reference phrase in the audio signal and wj is considered as a negative
phrase w.r.t. the audio transcript. Phrases i and j have close to each other (key)
embeddings (ki and kj respectively), in terms of a similarity metric. When a
query-key pair has a low attention score, the matching value embeddings get
a close to zero weight score. Since ki and kj are close to each other, kj may be
distracting for the attention head(s), yielding a too high attention score, hence
the distracting phrase may be taken into account when transcribing the audio.

2.2.2 Proposed method: ANN-P mining

In this section, we present an approach to extend the training of the CATT by
introducing ANN-P mining. The goal of ANN-P mining is to select phrases
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Figure 2.1: Overview of the ANN-P mining method. Given a query “Call Jim”, we

append k ANN phrases to the context list. Given a query phrase, we first sample n
phrases from the ANN index. Next, we sample the top k. The remaining phrases in

the context list are randomly sampled.

similar to the reference phrase in terms of their similarity in the latent space
of the context encoder. When mining the phrases randomly, the probability of
having (phonetically) similar phrases in the context list is negligible. Therefore,
the label, audio, and context encoder may not learn to disambiguate between
similar sounding (i.e., difficult to discriminate) phrases. In Figure 2.1 we pro-
vide a high-level overview of our ANN-P mining method.

Prior to training, we extract all the biasing phrases from each audio tran-
scription using the existing automatically generated meta-information on en-
tity spans. This results in a set of phrases for the entire training data SP ,
referred to as the biasing phrases inventory. SP can be extended with addi-
tional entries that are not present in the training data to provide additional
context, as needed.

The goal of ANN-P mining is to select hard negative samples according to
the current state of the trained ASR model. We use the context encoder of the
CATT to encode each phrase wi ∈ SP into its latent representation hCE

i given a
checkpoint of the CATT during training (left box in Figure 2.1). We cache the
latent representation hCE

i of each phrase into an online approximate nearest
neighbour (ANN) index (i.e., an index that can be efficiently queried during
training).
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Given a query phrase wi, the ANN index maps the phrase wi to its cached
latent representation wi → hCE

i and, using ANN search over all cached phrase
embeddings, returns n ANN-Ps from the index based on the dot product score
w.r.t. the query phrase. To prevent sampling the same phrases at every epoch
for the same query, we randomly sample k (where k < n) phrases from the
n retrieved phrases. The remaining phrases (if any) that are needed for the
given query are added randomly by sampling from SP . Together the ANN-Ps
and the randomly sampled phrases are included in the context list. ANN-P
mining can only be used if the query phrase is present in the ANN index since
we need its neural representation to apply similarity search. Hence, we need
to cache each phrase first before we can apply ANN-P mining. However, an
indexing step is an inexpensive process, taking a small percentage of the total
training time.

For ANN-P mining, we need one representation per biasing phrase (all from
the same latent space) to store in the ANN index. In this chapter, we use the
output representation of the context encoder hCE

i for ANN-P mining. However,
CATT measures the similarity between the audio and the phrases by using a
MHA biasing layer, which uses 8 attention heads. Hence, there are 8 differ-
ent phrase representations (living in different latent spaces) that are used to
compute an attention score (i.e., similarity) between a phrase and the audio
signal. There are several ways to aggregate 8 key representations into a single
representation that could be used for approximate nearest neighbour search.
As a straightforward approach that applies as an approximation for all the 8

key representations, we store the output representation of the context encoder
hCE

i in the index instead (this is because the key projection is only a linear
transformation).

2.3 experimental setup

We carry out the experiments on a large-scale dataset consisting of queries
from two tasks: dictation and assistant. The semi-supervised portion of the
data consists of around 600,000 hours of randomized and anonymized auto-
matically transcribed acoustic data, while the supervised part contains around
50,000 hours of randomized and anonymized English queries.
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Following (Nguyen et al., 2022; Swietojanski et al., 2023), our systems
are trained in a two-stage manner – the first stage pre-trains the models on
semi-supervised data for a total of 5.6 million updates, the second fine-tunes
the model for another 280 thousand updates on supervised data. In both
stages, the gradients are accumulated over 9216 queries. We use SyncSGD +
Adam (Kingma and Ba, 2015) for distributed optimization, with exponentially
decaying learning rates. ANN-P sampling is applied only in the fine-tuning
stage and not during evaluation. All models are evaluated using a test set
containing 60 hours of assistant data. Around 40% of the test set consists of
contextual queries spanning domains such as contact, app, and geo-location
names. During inference, we include real user profiles in the context list. The
remainder of the test set consists of queries that are generic in nature and are
unlikely to benefit from personalized priors.

2.3.1 Contextual transformer transducer model

In this chapter, our base contextual E2E ASR model is the context-aware trans-
former transducer (CATT) (Chang et al., 2021), configured to have around 120

million parameters. The audio encoder is a 12-layer Conformer (Gulati et al.,
2020) while the label and context encoders are implemented as a 6-layer trans-
former model. Each encoder has an embedding size of 512 and the MHA is
configured to 8 attention heads. All examples in the training batch share the
same context list, which allows exposing each query to a larger number of con-
text phrases while keeping memory usage low. To do so, we only sample a
few random + ANN-Ps per query and combine them into a single context list
for all queries in the mini-batch. This was configured such that each query has
access to around 96–128 biasing phrases.

Different from the original CATT, we append a back-off phrase to the con-
text list that the model can attend to in case there are no relevant biasing
phrases. Adding a back-off token has also been demonstrated to be effective
with the CLAS (Pundak et al., 2018). Originally, the CATT was only trained
and evaluated with global context models. In this chapter, we also investigate
its suitability to both non-streaming and streaming applications. We do so by
training both CATT and baseline models in a variable masking manner (Tri-
pathi et al., 2020; Swietojanski et al., 2023), and then configuring the models to
either streaming or non-streaming settings during decoding. Streaming mod-
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els operate on 240ms long causal audio chunks (Chen et al., 2021b; Shi et al.,
2021) and thus have limited access to the future audio signal which may pose
a challenge for CATT approach.

To show performances without the biasing machinery, we compare with a
transformer transducer (TT) (Zhang et al., 2020) that has the same audio and
label encoder architecture as CATT and has been trained with multiple atten-
tion masks to allow for streaming and non-streaming decoding. The exact
architecture details of the TT can be found in (Swietojanski et al., 2023). Since
streaming models are expected to emit tokens with low partial latency, we train
both TT and CATT models with the latency-penalizing FastEmit loss (Yu et al.,
2021a).

2.3.2 ANN index and negative phrase mining

The ANN-P index is built using the Annoy3 library. For the ANN-P mining,
we experiment with various ways of mixing negative examples into context
lists. In general, we append 8 biasing phrases for each query,4 where some
proportion is expected to be made of ANN-Ps (see Section 2.4.2 for details),
while the remainder is randomly selected out of the biasing phrases inventory.
We use the dot product between phrase embeddings and a query as similarity
metric to mine ANN-Ps.

Given a training query, and its corresponding reference biasing phrase(s) (if
any), we retrieve n approximate nearest neighbours from the index. Important
to notice, we sample each negative phrase at the word level (i.e., if a query
phrase consists of multiple words, we sample n HNPs per word). Next, we
sample k phrases at random from the retrieved n ANNs. After completing
two fine-tuning epochs, the ANN index is rebuilt by re-indexing the phrase
representations using the latest state of context encoder parameters. To prevent
over-fitting on the same ANN-Ps, we do not sample ANN-Ps for every query
in the training batch but use them proportionally to the append ratio. The
frequency of adding ANN-Ps to the context list during training increases as

3 https://github.com/spotify/annoy

4 Note, we eventually share these across all examples in the batch, so for a batch of 16 queries
and 8 contextual phrases per query, each query would make use of 128 biasing phrases to pick
from.

https://github.com/spotify/annoy
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the append ratio increases. In cases where we are unable to sample ANN-Ps
for a query, we use random phrases instead.

2.4 results

2.4.1 Random vs. ANN-sampled phrases

Table 2.1 reports the results for models operating in global (i.e., non-streaming)
(upper block) and streaming (lower block) modes, with and without access to
contextual information. To demonstrate the effect on the WER in situations
where contextual information is absent, we also evaluate the CATT without ac-
cess to relevant contextual information. In this chapter, global and streaming
models are the same models, configured to different operating regimes via dif-
ferent settings of attention masking (Swietojanski et al., 2023). Note that Chang
et al. (2021) only investigated the biasing performance of CATT in a global set-
ting, and thus it is unclear if and to what extent the CATT approach can be
used in streaming applications.

When decoding CATT models in global mode, allowing the model to access
contextual information during inference improves accuracy by 38% relative
WER (WERR) on average (i.e., 6.5% vs. 3.9% for non-biased and biased CATT
systems, respectively). This is accompanied by a 3% WERR degradation on the
non-personal (generic) portion of the test set (i.e., 6.3% vs. 6.5% on average for
TT and CATT, respectively). These results are in line with findings on CATT
and global decodes reported by Chang et al. (2021). Another observation is that
training with ANN-P mining does not seem to affect the non-streaming results
in a significant way. This can be most likely explained by the fact that having
access to the entire audio sequence allows the model to better contextualize
the information, thus it is easier to match the complete audio evidence to the
correct biasing phrase.

When decoding CATT models configured to streaming mode, we observe
similar overall trends as with the global models. Interestingly, for the stream-
ing scenario, the regression on the WER for the non-contextual portion of data
no longer exists when compared to a baseline TT model (i.e., 6.8% vs. 6.7%
for the baseline and CATT, respectively). For the streaming scenario, we also
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Table 2.1: Word error rate (WER) for models configured to global (upper block) and

streaming (lower block) decodings, with and without access to contextual information

(Ctx. Info). Context-aware transformer transducer (CATT) models are trained with

random, or approximate nearest neighbour phrase (ANN-P) sampling. The results

on test data are additionally aggregated on generic and personalized subsets. The

Generic portion consists of queries that are not expected to benefit from contextual

information. Results obtained for n = 20, k = 2, and append ratio = 0.25.

Model
Ctx.
Info

WER [%]
Generic Personal Avg.

Global decoding

TT - 3.9 11.9 6.3
CATT ✗ 4.3 11.5 6.5
CATT w/ ANN-P ✗ 4.4 11.5 6.5
CATT ✓ 4.5 2.6 3.9
CATT w/ ANN-P ✓ 4.5 2.6 3.9

Streaming decoding

TT - 4.5 12.3 6.8
CATT ✗ 4.6 11.4 6.7
CATT w/ ANN-P ✗ 4.5 11.6 6.7
CATT ✓ 4.9 2.8 4.3
CATT w/ ANN-P ✓ 4.9 2.6 4.2

obtain up to 7% WERR reductions on the contextual portion of the test set (this
is where ANN-P mining is expected to help).

We conclude that for the limited audio look-ahead, training CATT with
ANN-P mining helps to improve accuracy by allowing the model to better
disambiguate between contextual phrases. Since in CATT the biasing informa-
tion is compressed into a single embedding, the use of HNP helps to regularize
embeddings such they are more robust to small phonetic variations.

2.4.2 Further analyzes

ANN-P mining has three main hyper-parameters: n (i.e, the number of
ANN-Ps we take from the index), k (i.e., the k phrases we sample from the
n ANNs), and the append ratio (how frequent we add the ANN-Ps to the con-
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Figure 2.2: Average word error rate (WER) for streaming decodes using different val-

ues of top k, n, and append ratio.

Table 2.2: Query phrases and their ANNs retrieved from the index.

Query phrase n = 4 - ANN Phrases

john ’joan’, ’johnson’, ’johann’, ’from john’
building ’buildings’, ’builder’, ’the building’, ’builds’
jean ’jeanne’, ’jeannie’, ’jeana’, ’jeanine’
eva ’evie’, ’ava’, ’evin’, ’evy’
play ’playa’, ’place’, ’flay’, ’platte’

text list). We depict the effect of each parameter in Figure 2.2. We can conclude
that, in general, ANN-P mining is robust to the choice of the considered hyper-
parameters. The lowest scores are obtained for an append-ratio of 1 and using
n = 20 phrases from the index. The number of phrases (k) appended to the
context list does not seem to have a strong effect on the WER.

In this chapter, we mine hard negative phrases (at the word level) from the
latent space of the context encoder, based on the neural similarity with the
reference (i.e., query) phrase. In Table 2.2, we provide several examples of
query phrases and their top four ANN-Ps as retrieved from the index. We can
observe that top ANN-Ps mainly results in phrases that are phonetically similar
to the query phrase. For queries consisting of names, we mainly retrieve other
similar-sounding (but different) names. For a query such as building, we mainly
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retrieve ANN-Ps that are related to the same concept and contain the sub-word
build.

Finally, we also investigated the following aspects and report them here for
completeness. These experiments either did not significantly impact accuracy
or led to deterioration:
• Rebuilding the ANN-P index at different epochs did not have a significant

impact on the WER.
• Enabling ANN-P mining at different stages of training, including the pre-

training, or fine-tuning the last 2–3 epochs did not improve over using it
during the entire fine-tuning stage.

• Sampling ANN-Ps using multi-word phrases, instead of single-word
phrases, resulted in 5% WERR degradation.

2.5 discussion & conclusion

In this chapter, we answered the first research question of this thesis pos-
itively by proposing and evaluating an efficient online method for mining
approximate nearest neighbour phrases (i.e., hard negatives) for transformer-
transducer contextual speech recognition based on CATT model: approximate
nearest neighbour phrase mining. In order to mine hard negatives, our method
does not require an offline external ASR model, nor additional decodings of
training data. We also extended CATT modeling to streaming applications by
training it with multiple attention mask configurations. We evaluated the pro-
posed ideas in large-scale data experiments, finding that the CATT using the
ANN-P mining approach offers up to 7% relative WER reductions for stream-
ing models on the personalized portion of the test data. Hence, we conclude
that ANN-P mining improves contextual ASR.

In the next chapter, we continue with multi-modal sequence modeling, but
with a different task: scene text recognition. The modeling principles of scene
text recognition (STR) align closely with those of ASR. Both ASR and STR
transcribe the text that is present in the input data. However, instead of audio
features, STR methods take images as input.





3
Bidirectional Scene Text Recognition

In this chapter, we turn our focus to a second multi-modal sequence modeling
task: scene text recognition (STR). STR methods take an image of a sequence
of characters (or words) as input and strive to decode the characters in the
input image. The standard modeling paradigm uses a convolutional neural
network (CNN) as a feature extractor, and a recurrent neural network (RNN) to
decode the character sequence in the input image. To improve the robustness
of STR methods, a bidirectional decoding method has been introduced (Shi
et al., 2018). However, this comes with the cost of having two decoders, one
for each decoding direction. In this chapter,1 we answer the second research
question of this thesis:

Research Question 2: Can we unify bidirectional multi-modal sequence modeling
into a single decoder architecture for scene text recognition?

To answer this research question, we propose the bidirectional scene text trans-
former (Bi-STET). Bi-STET is a transformer-based encoder-decoder method.
Due to the non-recurrent inductive bias of the transformer, we can utilise the
same decoder network for both left-to-right and right-to-left decoding. We
show that Bi-STET achieves or outperforms state-of-the-art STR methods with
a simpler approach than other bidirectional STR methods

3.1 introduction

Scene text recognition (STR) is the task of recognizing the correct word or char-
acter sequence in a cropped word image. Many different architectures have
been proposed for STR. Since the rise of deep learning, most state-of-the-art

1 This chapter is based on (Bleeker and de Rijke, 2020).
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STR methods adopt a convolutional neural network (CNN) for feature extrac-
tion and an encoder-decoder architecture as the core component for sequence
modeling. After feature extraction with a CNN, the extracted features of the
input image are encoded into a new representation with an encoder. As a fi-
nal step, conditioned on the encoded input image representation, the character
sequence is decoded, which is depicted in the input image. Figure 3.1 summa-
rizes a general pipeline. Baek et al. (2019) identify sequence modeling as a core
component in STR frameworks.

The encoder-decoder architecture for the sequence modeling stage of many
state-of-the-art STR methods (see Section 3.2) can be characterized by (i) a bidi-
rectional RNN for feature encoding, (ii) a directed RNN decoder for character
decoding, and (iii) various types of attention mechanism (Bahdanau et al., 2015;
Luong et al., 2015) to generate additional context vectors for the current decod-
ing steps.

Two recent developments have accelerated progress in STR: (i) a move away
from recurrent sequence modeling, and (ii) bidirectional decoding for STR.

Regarding the first, Sheng et al. (2018) have changed the standard STR ap-
proach for sequence modeling by introducing a non-recurrent method based
on a transformer encoder-decoder architecture (Vaswani et al., 2017). By using
a transformer-based encoder-decoder, the model architecture can be simplified
and the time for model optimization can be reduced by an order of magnitude
in comparison (Sheng et al., 2018).

The second reason for recent progress in STR is bidirectional decoding. Bidi-
rectional decoding is the idea of decoding an output sequence in two direc-
tions (i.e., from left-to-right and right-to-left) for more robust output predic-
tions. This bidirectional decoding is implemented by using a different decoder
for each decoding direction (Shi et al., 2018). Decoding the text in two direc-
tions at the same time can be seen as two different sub-tasks for the model to
perform.

It is important to reflect on different ways of modeling sub-tasks, especially
using task conditioning. With task conditioning, the output of a method does
not solely depend on the input data, but on a given (sub-)task as well. In
other words, given the same input data, the output may be different based on
the (sub-)task it is conditioned on. As explained by Radford et al. (2019), task
conditioning can be implemented in several ways.
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One option is at the algorithmic level (Finn et al., 2017), where different mod-
els are learned for different tasks, and an overall algorithm selects the correct
model for a particular task. Implementing task conditioning at the algorithmic
level is not optimal, since in most cases, there is a lot of shared knowledge
between different (sub-)tasks, which is not exploited when separate models
are optimized for each task. Another way of implementing task conditioning
is at the architecture level. For bidirectional STR, Shi et al. (2018) have imple-
mented the decoding direction as two sub-tasks at the architecture level, that
is, by having two separate decoders: one for left-to-right and another one for
right-to-left text decoding. Although both decoders share the same encoder,
two separate decoders are optimized for two tasks that are (almost) identical
and share the same output space.

Implementing bidirectional decoding at the architecture level is not uncom-
mon, and has been done for other tasks besides STR (Zhang et al., 2018; Zhou
et al., 2019). However, having two separate decoders for two tasks that are
similar (i.e., left-to-right and right-to-left STR) is not desirable:

(i) From a computational point of view: The two network components do
not share weights, which requires separate optimization for both parts.

(ii) From a multi-task learning point of view: There is a lot of shared knowl-
edge between left-to-right and right-to-left decoding and both tasks share
the same output space, which is not utilized when optimizing the two de-
coders apart from each other.

Therefore, the question remains: Can we have the benefits of bidirectional decod-
ing (left-to-right and right-to-left decoding) for STR without implementing this at the
architecture or algorithmic level?

There is promising room for improvement on the implementation side of
bidirectional decoding for STR by just using one decoder for both decoding
directions. Instead of implementing this decoding direction at the algorithmic
or at the architecture level, we propose a new way of implementing task condi-
tioning, namely, at the input level. Implementing task conditioning at the input
level means that extra feature information is added to the input of the model.
This context information should be exploited by the model so as to condition
on the right (sub-)task.

More specifically, the transformer architecture, as used by Sheng et al. (2018)
for the encoder-decoder part for STR, has no recurrent inductive bias. To solve
sequential problems with transformers at the input level, additional position
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embeddings are added to provide the model with information about the order
of the input sequence. Due to the “position unawareness” of the transformer,
the model is also not limited to an inductive decoding direction (unlike RNNs).
By adding an extra embedding to the input data, which tells the method to
decode an input example from left-to-right or right-to-left, the model can ex-
ploit bidirectional decoding with one unified architecture for both directions.
This means that the model has one decoder with one set of model parameters
that can be optimized for both subtasks at the same time. This is in contrast
with the method by Shi et al. (2018), where two decoders are optimized, one
for each decoding direction.

In this chapter, we show that we can simplify the bidirectional STR architec-
ture by using a transformer-based encoder-decoder which is able to perform
bidirectional text recognition by using a single decoder. Our main technical
contributions in this chapter are the following:
• We introduce Bi-STET, BIdirectional Scene TExt Transformer. Bi-STET is

a unified network architecture, optimized for two sub-tasks (left-to-right
and right-to-left STR), using one forward pass. We achieve this through
the implementation of bidirectional decoding at the input level as opposed
to previous works that do this at the architecture level (Shi et al., 2018). We
condition the output sequence on a specific decoding direction by adding ex-
tra features at the input level, which results in a direction-agnostic decoder
architecture. It is possible to exploit the transformer architecture for task con-
ditioning at the input level, without requiring additional model components
or algorithms to model this task conditioning.

• We show that Bi-STET achieves or outperforms state-of-the-art STR methods
with a simpler and more efficient approach than other bidirectional STR
methods. We achieve these similar results with fewer weight parameters
and 50% less training iterations.

• We provide analyzes and insights on the performance of Bi-STET.2 We ana-
lyze the generalisation of Bi-STET w.r.t. oriented and curved text, the learned
attention mechanism of the encoder-decoder and the relation between se-
quence length and test-accuracy of Bi-STET.

2 For reproducibility and repeatability, the code and checkpoint files used to train and evaluate
Bi-STET will be made available at https://github.com/MauritsBleeker/Bi-STET.

https://github.com/MauritsBleeker/Bi-STET
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3.2 related work

Traditional methods for STR (Shivakumara et al., 2011; Bissacco et al., 2013)
apply a bottom-up approach. The input image is preprocessed for feature
extraction and character segmentation is applied to obtain single characters
from the input image for word inference. For an overview, see (Zhu et al.,
2016). With the rise of deep learning, STR methods increasingly focus on end-
to-end training from the input image to the desired output character sequence.

3.2.1 Deep-learning based text recognition

Jaderberg et al. (2014a) have proposed the first method for unconstrained STR
with deep learning. The method predicts a sequence of characters with a fixed
length by using a CNN classification model. A bag-of-N-grams is also pre-
dicted; representing an unordered set of character N-grams that occur in the
word depicted in the input image. The predictions are combined in a path
select layer to predict the most likely character sequence. More recently, Jader-
berg et al. (2016) propose another method where the recognition task is formu-
lated as a multi-class classification problem over a 90k-class lexicon.

Many other STR methods (Shi et al., 2016; Cheng et al., 2017; Shi et al., 2017;
Shi et al., 2018; Yang et al., 2019; Zhan and Lu, 2019) use a CNN for feature
extraction in combination with an encoder-decoder model to map the sequence
of image features to a character sequence. To solve the problem of rotation
invariance of CNNs (i.e., for curved and oriented text), several methods have
been proposed (Shi et al., 2016; Yang et al., 2017; Shi et al., 2018; Yang et al.,
2019; Zhan and Lu, 2019). Shi et al. (2018), Shi et al. (2016) and Yang et al.
(2019) use a spatial transformer network (STN) for input image rectification to
handle perspective text and curved text. Zhan and Lu (2019) have introduced
an iterative rectification network where the input image is rectified multiple
times by removing perspective distortion and text line curvature.

The alignment between the predicted character and the corresponding re-
gion in the input image is modeled with two different approaches. The first
approach is to use CTC loss (Graves et al., 2009; Su and Lu, 2014; Liu et al.,
2016; Gao et al., 2017; Shi et al., 2017). The other is to connect the RNN encoder
to the decoder via an attention mechanism (Shi et al., 2016; Cheng et al., 2017;
Yang et al., 2017; Shi et al., 2018; Zhan and Lu, 2019), which creates an addi-
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tional context vector for the encoded input image conditioned on the already
predicted output sequence.

Shi et al. (2018) introduce the notion of bidirectional STR. Each output se-
quence is predicted in two directions with two separate decoders, which do not
share parameters. The output sequence with the highest probability is selected
as the final prediction in order to obtain more robust predictions. Sheng et
al. (2018) are the first to use a non-recurrent encoder-decoder approach based
on a transformer architecture; they have also introduced a modality-transform
block to map an image to a sequence feature representation.

In contrast to most work in STR, we do not use any specific component
for image rectification. We also do not rely on RNNs for sequence modeling.
Similar to Sheng et al. (2018), we also use a transformer architecture which
yields state-of-the-art results in text recognition without using extra image rec-
tification components, for bidirectional sequence modelling STR. However, we
achieve this by using a single decoder for the bidirectional decoding, resulting
in significantly fewer training iterations.

3.2.2 Task conditioning

As indicated by Radford et al. (2019), the distribution over the possible model
outputs is naturally modelled as p(y | x), where x is the input data, and y is
a possible output prediction. With task conditioning (or modality conditioning),
the output is not only conditioned on the input data, but also on a given task,
dataset, or modality as well, i.e., p(y | x, t), where t stands for the task.

One way of implementing task conditioning is at the architecture level. Kaiser
et al. (2017) introduce a single model for eight tasks; for each data-modality
and/or subtask, different encoders and decoders are used with a shared latent
space. Devlin et al. (2019) adopt the transformer to train a task-agnostic lan-
guage model. After training the language model, additional task-specific out-
put layers are fined-tuned for each evaluation task. Finn et al. (2017) introduce
a meta-learning framework for multi-task learning where task conditioning is
implemented at the algorithmic level: tasks are treated as training examples and
are sampled from a distribution over tasks during training. During each train-
ing iteration, for each task, a separate model for each task is updated based on
the loss for that specific task.
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Figure 3.1: Overview of Bi-STET. A ResNet architecture is used for visual feature

extraction. Next, a stack of n transformer encoder layers is used for encoding the visual

image features. For decoding the output sequence, a stack of n decoder transformer

layers is used.

Unlike previous work, we condition a subtask (i.e., the decoding direction)
at the input level. As a result, we do not need different models or network
components for each decoding direction. Having only one decoder is desirable
from both a computational point of view (i.e., only one decoder to optimize)
and from an optimization point of view (i.e., shared weights for all sub-tasks).

3.3 method

To address the STR task, we take a fixed size image I as input and want to
decode the sequence of output characters y1, . . . , yL, where L is the length of
the character sequence depicted in the input image. Briefly, we use a multi-
layer stack of transformers for both the encoder and decoder. We use exactly
the same implementation of the transformer as described in (Vaswani et al.,
2017) for the encoder-decoder. Therefore, we refer to (Vaswani et al., 2017) for
the exact details of the implementation. A full overview of Bi-STET is shown
in Figure 3.1.
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3.3.1 Visual feature extraction network

Like (Cheng et al., 2017; Shi et al., 2018; Yang et al., 2019; Zhan and Lu, 2019),
we use a ResNet-based (He et al., 2016) architecture for the visual feature ex-
traction network (VFEN). A ResNet architecture is a more suitable feature
extractor than VGG (Simonyan and Zisserman, 2015) for STR, as shown in (Shi
et al., 2018; Zhan and Lu, 2019). We use a 45-layer residual network, with
the same network configuration as (Shi et al., 2018). We split the obtained fea-
ture representation Q ∈ RW×C×H column-wise, which results in a sequence of
visual feature embeddings (VFEs), v1, . . . , vW , where vi ∈ RC×H.

3.3.2 Feature encoding

The feature encoder is in charge of encoding the visual image embeddings.
Each visual image embedding is encoded into a new representation in n steps,
by using transformer encoder layers, while attending over the entire sequence
of VFEs during each encoding step. We use scaled dot-product as the attention
function:

attention(Q, K, V) = softmax
(

QKT
√

d

)
V. (3.1)

Scaled dot-product attention can be described as a weighted sum of the vectors
in matrix V, which is a horizontal concatenation of the flattened sequence
of VFEs (also referred to as values). Each embedding v is weighted by the
similarity between a key k and a query q. In each transformer layer multiple
heads of attention are used:

headi = attention
(

QWQ
i , KWK

i , VWV
i

)
(3.2)

and

MultiHeadSelfAttention=ConCat(head1, . . . , headh)WO, (3.3)

An advantage of using multiple attention heads is that it allows the model to
learn to attend over different positions in the input image per attention head
during each step of the encoding process. For self-attention during encoding,
the matrices Q, K, V are consistent per layer (i.e., Q = K = V) and obtained
from the output of the previous layer. In the first layer, they can be obtained
from the VFEN. The weights of each transformer layer are not shared between
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encoder layers. We apply the positional encoding as introduced in (Vaswani
et al., 2017).

3.3.3 Character decoding

The decoder consists of n transformer decoder layers. For both the encoder
and the decoder we use a transformer architecture. The reason to choose a
transformer over an RNN-based architecture is that an RNN already has an in-
ductive bias in terms of decoding and encoding direction due to the recurrent
nature of the architecture. The decoder takes the embeddings of the decoded
output character sequence as input. Each decoder layer consists of three sub-
layers: two multi-head attention layers and one feed-forward neural network
(the same implementation as in Section 3.3.2). The first multi-head attention
layer attends over the decoded output characters (decoder self-attention). The
second layer of multi-head attention (decoder cross-attention) attends over the
encoded VFEs from the last encoder layer. The decoder cross-attention is able
to look at the encoded input image at every step during decoding. This makes
it possible to attend over different encoded image regions during decoding.
Previous work on STR (Cheng et al., 2017; Shi et al., 2018; Zhan and Lu, 2019)
only uses one attention distribution over the encoded states per decoding step.
In contrast, per decoding layer n, we have h attention heads modeling complex
alignments between encoder features and decoded output characters.

We add an extra direction embedding in order to add more context infor-
mation by using additional embeddings. This direction embedding tells the
model to decode the output sequence from left-to-right or from right-to-left.
By adding the direction embedding, we can use the same decoder network
and still condition on the output sequence reading direction.

For every decoding step t, the output embedding hn of the stack of trans-
former decoders is passed through a feed-forward layer with the output char-
acters as the output space. A softmax is applied to obtain a distribution over
all output characters. During training, this results in a V × L matrix, where V
is the size of the output character space (or vocabulary) and L the length of the
predicted character sequence.
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3.3.4 Direction embedding

We define the decoding direction of the output sequence as two sub-tasks of
STR. Each decoding direction is one sub-task of the method on which we con-
dition the output sequence. To condition the output on a decoding direction,
we randomly initialize two 512-d vectors at the start of training. During each
training iteration, every input image in the batch is decoded twice; once from
left-to-right and right-to-left. The ground truth description of the right-to-left
decoded character sequence is just the reserved ground truth of the original
description. During decoding, we add the direction embedding on top of
the positional embedding and the token embedding. This is another way to
provide additional context information to the model, similar to the position
embeddings. Based on this information, the model should learn to decode the
character sequence not only in the left-to-right direction but also in the other
direction, otherwise, the loss function for the right-to-left decoded images will
not be minimized. Similar to the character embeddings, the direction embed-
dings are trained end-to-end with the rest of the model.

3.4 experimental setup

3.4.1 Datasets

Bi-STET is trained on two synthetically generated datasets. After training, the
method is evaluated on seven real-world evaluation sets which are commonly
used for scene text recognition.

Training datasets

• Synth90K. The Synth90K dataset (Jaderberg et al., 2014b) is a synthetically
generated dataset for text recognition. It contains 7.2 million training images.
The lexicon used contains 90,000 words. Each word has been used to render
100 different synthetic images.

• SynthText. The SynthText dataset (Gupta et al., 2016) contains 800,000 synthet-
ically generated images for text detection and recognition, with roughly 8

million annotated text instances placed in natural scenes. We crop all text
instances from the original input images, by taking the smallest horizontally
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aligned bounding box around the annotated text instances in the image. We
discard bounding boxes that are smaller than 32 pixels in height or 30 pix-
els in width. Bounding boxes larger than 800 pixels in width, 500 pixels in
height or with a transcription label longer than 25 characters are removed
too. We obtain 2.9 million cropped-word images from this dataset for train-
ing.

Evaluation datasets

Bi-STET is evaluated cross-dataset. The model is trained only on syntheti-
cally generated word images while we evaluate on real-world word images.
Unless stated otherwise, we use the word-image crops and annotations as pro-
vided by the dataset to be consistent with other methods. This might result in
over-cropped word images; in other cases adding a margin may lead to other
artifacts.
• ICDAR03. The ICDAR03 dataset (Lucas et al., 2003) contains 258 images for

training and 251 for testing. For the text recognition task only, 1,156 word
instances can be cropped from the test set. This dataset was collected for
the text detection and recognition task. Therefore, most text instances in
the images are clearly horizontally visible and centred in the image (Veit
et al., 2016). Following (Wang and Belongie, 2010; Wang et al., 2011; Cheng
et al., 2017; Shi et al., 2018), we ignore all words that are shorter than three
characters or contain non-alphanumeric characters during evaluation.

• ICDAR13. The ICDAR13 dataset (Karatzas et al., 2013) contains most images
from the ICDAR03 dataset. In total, this dataset contains 1,095 word images
for evaluation. Similar to (Shi et al., 2018), we add a cropping margin of 15%
to prevent over-cropping.

• ICDAR15. The ICDAR15 dataset (Karatzas et al., 2015) contains 2,077 word
images for evaluating. The word images are cropped from video frames col-
lected with the Google Glass device. These frame crops contain substantial
real-world interference factors such as occlusions, motion blur, noise, and
illumination factors, which are not present in the ICDAR03 and ICDAR13

datasets. Similar to Cheng et al. (2017), we remove all examples where the
ground truth transcription contains non-alpha numeric characters.

• SVT. The Street View Text dataset (SVT) (Wang and Belongie, 2010; Wang et al.,
2011) contains images that have been taken from Google Street View. Due
to this origin, some images have a low resolution and/or contain distortion
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factors such as noise or blur. This dataset contains 647 word images for
evaluation. Per image, a 50-word lexicon is provided as well. Similar to
(Shi et al., 2018), we add a cropping-margin of 5% to prevent over-cropping.
Similar to (Shi et al., 2018), we add a cropping-margin of 5% to prevent
over-cropping.

• SVTP. The Street View Text Perspective dataset (SVTP) (Phan et al., 2013) con-
tains 645 word images cropped from Street View. Most images have perspec-
tive distortions due to the camera viewpoint angle.

• IIIT-5K Word. The IIIT-5k Word dataset (IIIT5K) (Mishra et al., 2012) contains
3,000 images for evaluation. The word images are cropped from scene texts
and born-digital images. For this dataset, per evaluation image, two lexicons
of 50 and 1,000 words are provided for lexicon inference.

• CUTE80. The Curved Text dataset (CUTE80) (Risnumawan et al., 2014) mainly
contains curved and/or oriented text instances. The dataset was originally
proposed for text detection but later annotated for text recognition as well.
In total, 288 high-resolution word images can be cropped from the original
dataset.

3.4.2 Implementation details

Our implementation consists of a feature extraction network followed by an
encoder-decoder network. The code and checkpoint files used to train and eval-
uate Bi-STET are available at https://github.com/MauritsBleeker/Bi-STET.

Feature extraction network

All input images are resized to 32 × 256 without keeping the original aspect
ratio. The maximum output sequence length during training is 24. All pixels
are normalized with a per-channel calculated mean and standard deviation
calculated on the ImageNet dataset (Deng et al., 2009).

Encoder-decoder network

For the encoder and decoder, we use exactly the same configuration as the base
model described in (Vaswani et al., 2017). We use a stack of n = 6 transformer
layers for both the encoder and decoder. Each layer has eight attentions heads
(h = 8). The embedding dimensionality is set to d = 512. For the hidden

https: //github.com/MauritsBleeker/Bi-STET
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state of the two layer feed-forward network in each transformer layer, we set
d f = 2048.

The output space of our model contains all the lower-case characters
{a, . . . , z}, digits {0, . . . , 9}, 32 ASCII punctuation marks, similar to (Cheng
et al., 2017; Shi et al., 2018; Zhan and Lu, 2019), and a start- and end-of-word
symbol. The punctuation marks are included during training, but ignored
during evaluation. All evaluation and training ground truth descriptions are
lower-case, which makes the model case-insensitive.

3.4.3 Optimization

The entire method is trained from scratch. All the weights are initialized with
Xavier initialization (Glorot and Bengio, 2010). Similar to (Shi et al., 2016;
Cheng et al., 2017; Shi et al., 2017; Yang et al., 2017; Shi et al., 2018; Zhan and
Lu, 2019), we use ADADELTA (Zeiler, 2012) as the optimizer for the model.
ADADELTA has a self-adaptable learning rate, which we initialize to 1 Even
though the learning rate of ADADELTA is self-adaptable, we apply a learning
rate schedule where we reduce the initial learning rate by a factor of 0.1 after
150,000, 300,000 and 400,000 training iterations. Similar to (Shi et al., 2018), we
find that a learning rate schedule is beneficial to the performance.

The model is trained for 500,000 training iterations in total, after which it con-
verges. We use Kullback-Leibler divergence as the loss function. The batch size
is set to 64. For each training batch, we sample 32 images from the Synth90k
dataset and 32 from the SynthText. Shi et al. (2018) and Zhan and Lu (2019)
show that methods optimized with balanced batch (of size 64) on the Synth-
Text and Synth90k datasets outperform methods solely trained on Synth90k.
Per forward-backward pass, we decode the characters per example from left-
to-right and from right-to-left.

During training, we do one forward pass for left-to-right decoding and one
for right-to-left and accumulate the gradients. It is possible to train both decod-
ing directions with one forward pass, but for computational reasons, we have
chosen gradient accumulation instead.
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3.4.4 Metrics

We use the same evaluation metrics as in (Cheng et al., 2017; Shi et al., 2018;
Zhan and Lu, 2019). The text recognition task includes 68 characters in total.
During evaluation, the 32 ASCII punctuation marks are ignored. When a lex-
icon is provided, the word from the lexicon with the shortest edit distance is
selected as the prediction. Only predicted sequences of characters that are com-
pletely correct are considered to be correctly predicted examples. We select the
character with the highest probability per index in the sequence, until the end-
of-word character is predicted. When decoding bidirectionally, the sequence
with the highest product probability is selected as the final output sequence.

3.5 results

First, we compare bidirectional sequence predicting for STR with a single de-
coder vs. with two decoders. Next, we examine the performance of Bi-STET
and other models on STR evaluation sets. Finally, we provide analyzes of the
attention mechanism in Bi-STET and the capability of the method to handle
curved and rotated text.

3.5.1 Bidirectional decoding

Similar to (Shi et al., 2018), we condition the output character sequence on
a decoding direction. We validate our universal bidirectional decoding with
three evaluation variants, similar to Shi et al. (2018). For the first variant, we
decode the output sequence from left-to-right, by only using the left-to-right
direction embedding. In the second variant, we only use the right-to-left di-
rectional embedding. In the third variant, we decode each evaluation example
twice, once with each direction embedding. The two predicted outputs can
have different sequence lengths. For each prediction (left-to-right and right-to-
left) we take the sequence with the highest probability by taking the arg-max
for each position and take the product of the probabilities as the probability of
the entire sequence. We select the sequence with the highest output probability
as the final prediction. In case that the right-to-left prediction has the highest
probability, we reverse the sequence to match with the ground truth.
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Table 3.1: Accuracy of left-to-right vs. right-to-left vs. bidirectional word decoding.

Measured without lexicon and compared with the method by Shi et al. (2018).

Method IIIT5k SVT IC03 IC13 IC15 SVTP CUTE

Shi et al. (2018), left-to-right 91.93 88.76 93.49 89.75 – 74.11 73.26

Shi et al. (2018), right-to-left 91.43 89.96 92.79 89.95 – 73.95 74.31

Shi et al. (2018), bidirectional 92.27 89.5 93.60 90.54 – 74.26 74.31

Bi-STET (this chapter), left-to-right 94.2 88.3 95.1 92.5 75.0 78.8 81.8
Bi-STET (this chapter), right-to-left 94.1 87.9 95.3 93.4 73.2 79.5 83.6
Bi-STET (this chapter), bidirectional 94.7 89.0 96.0 93.4 75.7 80.6 82.5

In Table 3.1 we show the results of the three aforementioned evaluation vari-
ants and the results obtained by Shi et al. (2018). For 6 out of 7 evaluation
sets, we achieve state-of-the-art results for bidirectional STR. For 6 out of 7

of the evaluation sets, Bi-STETs bidirectional decoding leads to higher scor-
ing sequence prediction than using a single decoding direction. Only for the
CUTE80 set, the right-to-left decoding leads to a higher accuracy score than
bidirectional. The gain in performance due to the bidirectional decoding is
similar as in the method by Shi et al. (2018).

We also show that, by using a transformer-based encoder-decoder, bidirec-
tional STR can be substantially simplified in comparison to the method by Shi
et al. (2018). In Table 3.2, we compare the number of model parameters and
the number of training iterations with the method by Shi et al. (2018). We
use similar training settings, in terms of batch size, optimization, data, etc.
as (Shi et al., 2018). Based on Table 3.2, it is clear that with a single bidirec-
tional transformer decoder, the number of training iterations can be reduced
by 50% compared to methods that use two separate RNN decoders – in com-
bination with significantly fewer model parameters.3 Fewer training iterations
and model parameters are excellent properties from an efficiency and compu-
tational point of view. We also outperform the RNN-based method, which also
uses an extra image rectification network, on most evaluation sets.

3 In hindsight, it turned out that we overestimated the parameter count of the method by Shi
et al. (2018) with a factor of three (the provided model checkpoint also included parameter
gradients and activations). Therefore, the claims we make w.r.t. parameter efficientcy are
incorrect, and different from those in (Bleeker and de Rijke, 2020).
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Table 3.2: Comparison of the number of trainable model parameters and training iter-

ations.

Method Model Training Batch
parameters iterations size

(×106) (×106)

Shi et al. (2018) 88 1 64

Bi-STET (this chapter) 66 0.5 64

To summarize, the results in Table 3.1 and Table 3.2 show that similar or
better results can be obtained with significant less training parameters and
twice the efficiency by using a single transformer decoder.

3.5.2 Text recognition

In Table 3.3, we evaluate Bi-STET in terms of prediction accuracy on 7 public
evaluation sets and compare it to other state-of-the-art (SOTA) STR methods.
Bi-STET meets or outperforms SOTA methods on 6 out of 12 evaluation experi-
ments. We achieve new SOTA results on the ICDAR03 and the IIIT5K datasets.

The strength of the transformer encoder-decoder w.r.t. to images with ori-
ented and curved text is also shown by the results in Table 3.3. The five datasets
where Bi-STET does not beat, but meets, the state-of-the-art are CUTE80, IC-
DAR13, ICDAR15, SVT-P and SVT. The fact that we do not achieve state-of-the-
art on the datasets SVT-P, ICDAR15 and CUTE80 can be explained by the fact
that those datasets contain a considerable number of images that are rotated or
have perspective distortions. We meet SOTA results on these datasets, we spec-
ulate that we do not exceed them because they have these distortions. It should
also be noted we are able to meet these SOTA results without any specific net-
work component for dealing with distortions, which other methods explicitly
require (Shi et al., 2018; Yang et al., 2019; Zhan and Lu, 2019). For ICDAR13

and SVT-P we do not establish new SOTA performance figures, although we
do meet the results of other methods with a small margin.
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Table 3.3: Accuracy compared to state-of-the-art. ST is short for the SynthText dataset,

90K for the Synth90K dataset; 50, 1k, full and 0 are the size of the used lexicons; 0

means that no lexicon is used.

Method ConvNet, Data
IIIT5k SVT IC03 IC13 IC15 SVTP CUTE

50 1k 0 50 0 50 Full 0 0 0 0 0

Su and Lu (2014) – – – – 83.0 – 92.0 82.0 – – – – –
Jaderberg et al. (2016) VGG, 90k 97.1 92.7 – 95.4 80.7 98.7 98.6 93.1 90.8 – – –
Jaderberg et al. (2014a) VGG, 90k 95.5 89.6 – 93.2 71.7 97.8 97.0 89.6 81.8 – – –
Shi et al. (2017) VGG, 90k 97.8 95.0 81.2 97.5 82.7 98.7 98.0 91.9 89.6 – – –
Shi et al. (2016) VGG, 90k 96.2 93.8 81.9 95.5 81.9 98.3 96.2 90.1 88.6 – 71.8 59.2
Lee and Osindero (2016) VGG, 90k 96.8 94.4 78.4 96.3 80.7 97.9 97.0 88.7 90.0 – – –
Yang et al. (2017) VGG, Private 97.8 96.1 – 95.2 – 97.7 – – – – 75.8 69.3
Cheng et al. (2017) ResNet, 90k+ST+

99.3 97.5 87.4 97.1 85.9 99.2 97.3 94.2 93.3 70.6 – –
Shi et al. (2018) ResNet, 90k+ST 99.6 98.8 93.4 97.4 89.5 98.8 98.0 94.5 91.8 76.1 78.5 79.5
Zhan and Lu (2019) ResNet, 90k + ST 99.6 98.8 93.3 97.4 90.2 - - - 91.3 76.9 79.6 83.3
Sheng et al. (2018) Modality-Transform, 90k 99.2 98.8 86.5 98.0 88.3 98.9 97.9 95.4 94.7 - - -
Yang et al. (2019) ResNet, 90k+ST 99.5 98.8 94.4 97.2 88.9 99.0 98.3 95.0 93.9 78.7 80.8 87.5

Bi-STET (this chapter) ResNet, 90k+ST 99.6 98.9 94.7 97.4 89.0 99.1 98.7 96.0 93.4 75.7 80.6 82.5

3.5.3 Analyzes

Attention head analyzes

To get an understanding of the internal behaviour of Bi-STET, we extracted the
attention distributions from Bi-STET during evaluation and visualize them in
Figures 3.2a and 3.2b. Conditioned on different decoding directions, Bi-STET
has learned to model an inverse alignment between the predicted output char-
acter and the region in the input images where the character is depicted –
using only a single decoder. In Figure 3.2a, there is a clear attention alignment
going from left to right over the image, while in Figure 3.2b, this alignment
goes in the opposite direction. The model has jointly learned to model the
character-image region alignment in both directions. Also, different attention
heads do not specialize for left-to-right or right-to-left decoding, but learn how
to change the attention direction when the output is conditioned on a different
decoding direction. This shows the strength of the method w.r.t. regularisation
towards both sub-tasks. This is interesting from a multi-task learning point of
view because this indicates that the same attention heads can learn different
(sub)-tasks.

Rotated and curved text

Bi-STET is solely trained as a general image-to-text encoder-decoder and does
not contain a specific rectification component for handling rotated or curved
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(a) Decoding attention while decoding from left-to-right.

(b) Decoding attention while decoding from right-to-left.

Figure 3.2: Visualization of the self-attention of layer 5 of the decoder while decoding

the sequence (left-to-right). Each row in the matrix visualizes the attention distribution

over the embeddings of the image on the X-axis, while decoding the corresponding

character in the input.

text instances, unlike previous methods (Shi et al., 2018; Yang et al., 2019; Zhan
and Lu, 2019). We are able to obtain results that meet those of state-of-the-art
methods that are specifically optimized for curved and rotated text. Figure 3.3
provides a sample from the CUTE80 dataset with correctly and incorrectly
predicted sequences. Looking at correctly predicted examples, we see that
Bi-STET properly decodes words that are slightly curved or only curved in
one direction. This is where the bidirectional decoding shows its strength.
For example, the two middle images of the second row are correctly decoded
when decoding from right-to-left, but not when decoding in the other direction.
From the first row of images, we see that words that are curved in very strong
arc shapes (heavy perspective distortions) are difficult for Bi-STET to decode.
This also shows the strength of method w.r.t. regularisation towards curved
and rotated text without using any specific rectification component.

Sequence length

Vaswani et al. (2017) argue that transformer-based architectures are more
suitable for capturing long-range dependencies for machine translation than
RNNs, because of the global attention per encoding and decoding step. The
self-attention results in the fact that the maximum distance in a sequence be-
tween two embeddings which are encoded or decoded is 1. Despite the fact
that the maximum output sequence length in our evaluation experiment (max.
length 17) is not as long as for other language tasks (Khandelwal et al., 2018),
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(a) ballys vs. bally (b) chathamkent vs.
from

(c) starbucks vs. and (d) coffee vs. offer

(e) ronaldo vs.
ronaldo

(f) meant vs. meant (g) football vs.
football

(h) united vs. united

Figure 3.3: Examples of curved text examples from the CUTE80 dataset that are cor-

rectly and incorrectly predicted by Bi-STET. In black the ground truth is given.

we are interested in whether or not our transformer-based method is better at
predicting longer output character sequence than an RNN-based method. In
Figure 3.4, we show the relation between output sequence length and accuracy
for the IIIT-5K evaluation set. We can see that the prediction accuracy given a
sequence length is more or less constant until we reach a character length of
11. After a sequence length of 11, the accuracy starts to degrade. It should be
noted that there are very few samples with a sequence length of 11 or higher.

By comparing Figure 3.4 to Figure 12 in (Shi et al., 2018), we see that Bi-STET
performs similarly to Shi et al. (2018)’s method for short character sequences
and slightly better for longer character sequences which are longer than 11

characters. We conclude that scene text transformer (STET) performs similarly
for short character sequences and at least as good in decoding longer character
sequences.
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Figure 3.4: Text recognition accuracies versus word length for Bi-STET. Tested on IIIT-

5K.

3.6 discussion and conclusion

In this chapter, we answered the second research question of this thesis pos-
itively by introducing Bi-STET: a method that unifies bidirectional STR with
a single decoder architecture. Bi-STET is capable of bidirectional decoding,
without implementing the decoding direction conditioning at the architecture
or algorithmic level. The decoding conditioning is implemented at the input
level, by adding an extra direction embedding to the input.

We show that Bi-STET achieves or outperforms state-of-the-art STR meth-
ods, with a considerably more efficient approach than other bidirectional STR
methods (i.e., requiring 50 % less training iterations and significant less model
parameters.4 By having fewer model parameters, the model can be executed
on devices with less computational resources (for user applications). Besides
that, less computational resources are required to obtain SOTA text recogni-
tion results. We also show that Bi-STET learns to exploit the same attention
heads for both decoding directions, which means that there are no specialized
attention heads in the model for each decoding direction. This is interesting
from a multi-task learning point of view because different heads tend not to be
focused on one decoding direction. Finally, we show that, due to the bidirec-

4 See footnote 3.
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tional decoding, Bi-STET is capable of handling slightly curved and orientated
text and performs as well for longer text sequences as other bidirectional STR
methods.

A future research direction is to combine Bi-STET with a spatial transformer
network (Shi et al., 2016; Shi et al., 2018; Yang et al., 2019) or a rectification
network (Zhan and Lu, 2019). Bi-STET is able to handle oriented and perspec-
tive text in images; we believe that Bi-STET could benefit from an extra image
processing component to be able to better handle oriented or perspective text.
From a multi-task learning point of view, it would be interesting to explore
task conditioning on the input level with more diverse tasks. In addition, an
extension to tasks with more complex and diverse data modalities would also
be a possible future research direction.

This chapter concludes Part 1 of this thesis, which has a focus on multi-
modal sequence modeling. In Part 2, we continue with multi-modal
representation learning for image-text matching. Specifically, we focus on
contrastive representation methods and the image-caption retrieval evaluation
task.





Part 2 - Image-Text Representation
Learning
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4
Do Lessons from Metric Learning

Generalize to Image-Caption
Retrieval?

In the second part of this thesis, our attention shifts away from multi-modal
sequence modeling and we focus on multi-modal representation learning in-
stead. Specifically, we focus on representation learning for images and text. In
image-text representation learning, the goal is to learn general-purpose data
representations of the images and text that generalize well to various down-
stream evaluation tasks. Throughout the second part of this thesis, the primary
multi-modal task we use to evaluate the image and text representations is the
image-caption retrieval (ICR) task. In ICR, an image or caption is used as a
query, and the goal is to rank a set of candidates in the other modality.

The high-level setup for image-text representation learning consists of two
encoders, one for each modality, that map the images and text into a shared
latent space. In metric learning, the goal is to project the input data to a latent
space where similar pairs of information are approximately close (in terms of
a distance metric) (Musgrave et al., 2020). To learn the embeddings in this
semantic latent space, contrastive losses (Hadsell et al., 2006) are a prominent
choice of optimization objective. Despite the developments and successes in
the metric learning field, few of the proposed loss functions have been tried
in the context of ICR. The triplet loss with semi-hard negatives is the de facto
choice for optimization function for many ICR tasks. Therefore, in this chapter1

we raise the following research question:

Research Question 3: Do lessons from metric learning generalize to image-caption
retrieval?

1 This chapter is based on (Bleeker and de Rijke, 2022).
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To answer this research question, we first evaluate three prominent contrastive
loss functions in a fair manner on the ICR task: (i) the triplet loss (Kiros et
al., 2014), including semi-hard negative mining (Faghri et al., 2018), (ii) the
NT-Xent loss (Chen et al., 2020c), and (iii) SmoothAP (Brown et al., 2020a).
Surprisingly, we find that the triplet loss outperforms the other two losses. To
explain why certain contrastive losses perform better than others, we intro-
duce counting contributing samples (COCOS), a method that counts how many
samples contribute to the gradient w.r.t. the query representation. The COCOS
method shows that the underperforming contrastive losses take too many (non-
informative) negative samples into account for the gradient.

4.1 introduction

Given a query item in one modality, cross-modal retrieval is the task of retrieving
similar items in another modality (Zeng et al., 2020). We focus on image-caption
retrieval (ICR) (Lee et al., 2018; Li et al., 2019a; Verma et al., 2020; Diao et al.,
2021). For the ICR task, given an image or a caption as a query, systems have
to retrieve the positive (e.g., matching or similar) item(s) in the other modality.
Most ICR methods work with a separate encoder for each modality to map the
input data to a representation in a shared latent space (Faghri et al., 2018; Lee
et al., 2018; Li et al., 2019a; Diao et al., 2021; Jia et al., 2021). The encoders are
optimized by using a contrastive loss criterion, so as to enforce a high degree
of similarity between representations of matching items in the latent space. For
retrieval, a similarity score between a query and each candidate in a candidate
set is computed to produce a ranking with the top-k best matching items. A
lot of recent work on ICR relies on:

(i) pre-training on large amounts of data (Li et al., 2020c; Jia et al., 2021;
Radford et al., 2021), and

(ii) more sophisticated (and data-hungry) model architectures (Faghri et al.,
2018; Lee et al., 2018; Li et al., 2019a; Messina et al., 2020b; Diao et al.,
2021).

However, pre-training on large-scale datasets is not always an option, either
due to a lack of compute power, a lack of data, or both. Hence, it is important to
continue to develop effective ICR methods that only rely on a modest amount
of data.
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To learn the similarity between a query and candidate representations, most
ICR work relies on the standard triplet loss with semi-hard negatives (triplet
SH) (Faghri et al., 2018; Lee et al., 2018; Li et al., 2019a; Chen et al., 2020a;
Messina et al., 2020b; Diao et al., 2021) or on the cross-entropy based NT-
Xent (Chen et al., 2020b; Jia et al., 2021) loss. In metric learning, the focus is
on loss functions that result in more accurate item representations (in terms
of a given evaluation metric) that can distinguish between similar and dissim-
ilar items in a low-dimensional latent space (Musgrave et al., 2020). There has
been important progress in metric learning, with the introduction of new loss
functions that result in better evaluation scores on a specific (evaluation) task.
Examples include SmoothAP (Brown et al., 2020a), a smooth approximation
of the discrete evaluation metric average precision. By using SmoothAP, a re-
trieval method can be optimized with a discrete ranking evaluation metric and
can handle multiple positive candidates simultaneously, which is not possible
for the standard triplet loss. Loss functions such as SmoothAP narrow the gap
between the training setting and a discrete evaluation objective and thereby
improve evaluation scores.

Research goal. Most metric learning functions work with general representa-
tions of similar/dissimilar candidates and, in principle, there is no clear argu-
ment why obtained results on a specific task/method should not generalize
to other tasks or methods. Hence we ask the following research question: can
newly introduced metric learning approaches, that is, alternative loss functions, be
used to increase the performance of ICR methods? We compare three loss functions
for the ICR task:

(i) the triplet loss (Kiros et al., 2014), including semi-hard negative min-
ing (Faghri et al., 2018),

(ii) NT-Xent loss (Chen et al., 2020c), and
(iii) SmoothAP (Brown et al., 2020a).

We expect SmoothAP to result in the highest performance based on the find-
ings in the context of image retrieval (Brown et al., 2020a) and in representation
learning (Varamesh et al., 2020).

Main findings. Following (Musgrave et al., 2020), we evaluate the three loss
functions on fixed methods, with different datasets, and with a fixed training
regime (i.e., training hyper-parameters) to verify which loss function uses the
given training data as effectively as possible. Surprisingly, the lessons from
metric learning do not generalize to ICR. The triplet loss with semi-hard neg-
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ative mining still outperforms the other loss functions that we consider. The
promising results obtained by SmoothAP and the NT-Xent loss in other fields
do not generalize to the ICR task.

To get a better grasp of this unexpected outcome, we propose counting con-
tributing samples (COCOS), a method for analyzing contrastive loss functions.
The gradient w.r.t. the query for the triplet loss, NT-Xent and SmoothAP can
be formulated as a sum over the representations of the positive and negative
candidates in the training batch. The main difference between the loss func-
tions lies in the number of samples used when computing the gradient w.r.t.
the query and how each sample is weighted. Using this gradient analysis we
compare loss functions by counting how many samples contribute to the gra-
dient w.r.t. the query representation at their convergence points. This yields an
explanation of why one loss function outperforms another on the ICR task.

Main contributions. In this chapter, we contribute the following:
(i) We experimentally compare three loss functions from the metric learning

domain to determine if promising results from metric learning generalize
to the ICR task, and find that the triplet loss with semi-hard (SH) negative
mining still results in the highest evaluation scores.

(ii) We propose COCOS, a way of analyzing contrastive loss functions, by
defining a count that tells us how many candidates in the batch con-
tribute to the gradient w.r.t. the query. On average, the best performing
loss function takes at most one (semi-hard) negative sample into account
when computing the gradient.

4.2 background and related work

4.2.1 Notation

We follow the notation introduced in (Brown et al., 2020a; Chen et al., 2020c;
Varamesh et al., 2020). We start with a multi-modal image-caption dataset
D = {(xi

I , xi
C1

, . . . , xi
Ck
)i, . . . }N

i=1 that contains N image-caption tuples. For each
image xi

I , we have k matching/corresponding captions, xi
C1

, . . . , xi
Ck

.
In the ICR task, either an image or a caption can function as a query. Given

a query q, the task is to rank all candidates in a candidate set Ω = {vi | i =
0, . . . , m}. A matching candidate is denote as v+ and a negative candidate(s)
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as v−. For each query q, we can split the candidate set Ω into two disjoint
subsets: v+ ∈ Pq (positive candidate set) and v− ∈ Nq (negative candidate set),
where Nq = {v− | v− ∈ Ω, v− /∈ Pq}. We assume a binary match between
images and captions, they either match or they do not match.

The set with similarity scores for each vi ∈ Ω w.r.t. query q is defined as:
Sq

Ω = {si = ⟨ q
∥q∥

vi
∥vi∥ ⟩, i = 0, . . . , m}. We use cosine similarity as a similarity

scoring function. Sq
Ω consists of two disjoint subsets: Sq

P and Sq
N . Sq

P contains
the similarity scores for the positive candidates and Sq

N the similarity scores for
the negative candidates. During training, we randomly sample a batch B with
image-caption pairs. Both the images and captions will function as queries and
candidates.

4.2.2 Image-caption retrieval

The ICR task can be divided into image-to-text (i2t) and text-to-image (t2i) re-
trieval. We target specific ICR methods that are optimized for the ICR-task
only and satisfy three criteria: (i) The methods we use have solely been trained
and evaluated on the same benchmark dataset; (ii) the ICR methods we use
compute one global representation for both the image and caption; and (iii) the
methods do not require additional supervision signals besides the contrastive
loss for optimization. Below we evaluate two ICR methods with different loss
functions: VSE++ (Faghri et al., 2018) and VSRN (Li et al., 2019a). In Ap-
pendix 4.C we provide a detailed description of VSE++ and VSRN.

VSE++. The best performing method of VSE++ uses a ResNet-152 (He et al.,
2016)) to compute a global image representation. The caption encoder is a
single directed GRU-based (Cho et al., 2014a) encoder. Faghri et al. (2018)
introduce the notion of mining semi hard negative triplets for the ICR task. By
using the hardest negative in the batch for each positive pair (i.e. the negative
candidate with the highest similarity score w.r.t. the query), their method
outperforms state-of-the-art methods that do not apply this semi-hard negative
mining.

VSRN. VSRN takes a set of pre-computed image region features as input. A
graph convolutional network (Kipf and Welling, 2017) is used to enhance the
relationships among the region vectors. The sequence of region feature vectors
is put through an RNN network to encode the global image representation.
VSRN uses the same caption encoder and loss as (Faghri et al., 2018).
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Other methods. Following VSE++ and VSRN, the SGRAF (Diao et al., 2021)
and IMRAM (Chen et al., 2020a) methods have been introduced. We do
not use these two methods as they either do not outperform VSRN (Chen
et al., 2020a) or rely on similar principles as VSRN (Diao et al., 2021).
The main recent progress in ICR has been characterized by a shift towards
transformer-based (Vaswani et al., 2017) methods. To the best of our knowl-
edge, TREN/TERAN (Messina et al., 2020a; Messina et al., 2020b) and Visu-
alSparta (Lu et al., 2021b) are the only transformer-based ICR methods that are
solely optimized using MS-COCO (Lin et al., 2014) or Flickr30k (Young et al.,
2014). We do not use transformer-based methods, as optimizing them does not
scale well for a reproducibility study with moderately sized datasets. Methods
such as OSCAR (Li et al., 2020c), UNITER (Chen et al., 2020d), ViLBERT (Lu
et al., 2019) and ViLT-B (Kim et al., 2021) use additional data sources and/or
loss functions for training. They focus on a wide variety of tasks such as visual
QA, image captioning, and image retrieval.

4.2.3 Loss functions for ICR

In this section, we introduce three loss functions for ICR.

Triplet loss with semi hard negative mining. The triplet loss is commonly
used as a loss function for ICR methods (Faghri et al., 2018; Lee et al., 2018;
Li et al., 2019a; Messina et al., 2020b; Diao et al., 2021). The triplet loss with
semi-hard negative mining (triplet loss SH), for a query q is defined as:

Lq
TripletSH = max(α − s+ + s−, 0), (4.1)

where α is a margin parameter, s− = max(Sq
N ) and s+ = s0 ∈ Sq

P . Here,
Sq
P only contains one element per query. The triplet loss SH over the entire

training batch is defined as:

LTripletSH = ∑
q∈B

Lq
TripletSH. (4.2)

Triplet loss SH performs a form of soft-negative mining per query by selecting
the negative candidate with the highest similarity score w.r.t. the query, we also
refer to this as the maximum violating query. For computational efficiency, this
soft-negative mining is executed within the context of the training batch B and
not over the entire training set.
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As opposed to the definition above, another possibility is to take the triplet
loss over all triplets in the batch B. This is the definition of the standard triplet
loss (Kiros et al., 2014):

Lq
Triplet = ∑

s−∈Sq
N

max(α − s+ + s−, 0) (4.3a)

LTriplet = ∑
q∈B

Lq
Triplet. (4.3b)

NT-Xent loss. The NT-Xent loss (Chen et al., 2020c) is a loss function commonly
used in the field of self-supervised representation learning (van den Oord et al.,
2018; Chen et al., 2020c). A similar function has also been proposed by Zhang
and Lu (2018) in the context of ICR. The NT-Xent loss is defined as:

LNT-Xent = − 1
|B| ∑

q∈B
log

exp(s+/τ)

∑si∈Sq
Ω

exp(si/τ)
, (4.4)

where τ functions as a temperature parameter. As for the triplet loss formula-
tion: s+ = s0 ∈ Sq

P . The major difference between the triplet loss SH is that the
NT-Xent loss takes the entire negative candidate set into account.

SmoothAP loss. The average precision metric w.r.t. a query q and candidate
set Ω is defined as:

APq = 1
|Sq

P |
∑i∈Sq

P

R(i,Sq
P )

R(i,Sq
Ω)

, (4.5)

where R(i,S) is a function that returns the ranking of candidate i ∈ S in the
candidate set:

R(i,S) = 1 + ∑j∈S ,i ̸=j 1{si − sj < 0}. (4.6)

Let us introduce the M × M matrix D, where Dij = si − sj. By using the matrix
D, Eq. 4.5 can be written as:

APq = 1
|Sq

P |
∑i∈Sq

P

1+∑j∈SP ,j ̸=i 1{Dij>0}
1+∑j∈Sq

P ,j ̸=i
1{Dij>0}+∑j∈Sq

N
1{Dij>0} .

The indicator function 1{·} is non-differentiable. To overcome this problem,
the indicator function can be replaced by a sigmoid function:

G(x; τ) =
1

1 + e
−x
τ

. (4.7)

By replacing the indicator function 1{·} by G, the Average Precision metric can
be approximated with a smooth function:

APq ≈ 1
|Sq

P |
∑i∈Sq

P

1+∑j∈Sq
P ,j ̸=i

G(Dij;τ)

1+∑j∈Sq
P ,j ̸=i

G(Dij;τ)+∑j∈Sq
N

G(Dij;τ)
.
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This loss function is called SmoothAP and has been introduced in the context of
image retrieval (Brown et al., 2020a), following similar proposals in document
retrieval and learning to rank (Oosterhuis and de Rijke, 2018; Wang et al., 2018;
Bruch et al., 2019a; Bruch et al., 2019b). The total loss over a batch B can then
be formulated as follows:

LAP = 1
|B| ∑q∈B(1 − APq). (4.8)

In Appendix 4.B we provide an extended explanation of SmoothAP.

4.3 do findings from metric learning extend
to icr?

In representation learning it was found that the NT-Xent loss outperforms the
triplet loss and triplet loss SH (Chen et al., 2020c). For both the image retrieval
and representation learning task, results show that SmoothAP outperforms
both the triplet loss SH and the NT-Xent loss (Brown et al., 2020a; Varamesh
et al., 2020). We examine whether these findings generalize to ICR.

4.3.1 Experimental setup

We focus on two benchmark datasets for the ICR task: the Flickr30k
(Flickr30k) (Young et al., 2014) and MS-COCO Captions (MS-COCO) (Lin et
al., 2014) datasets. Similar to (Faghri et al., 2018; Li et al., 2019a), we use the
split provided by Karpathy and Li (2015) for MS-COCO and the Flickr30k. For
details of the specific implementations of VSE++ (Faghri et al., 2018)2 and (Li
et al., 2019a)3 we refer to the papers and online implementations. Each method
is trained for 30 epochs with a batch size of 128. We start with a learning rate
of 0.0002 and after 15 epochs we lower the learning rate to 0.00002.

For VSE++, we do not apply additional fine-tuning of the image encoder
after 30 epochs. Our main goal is to have a fair comparison across methods,
datasets, and loss functions, not to have the highest overall evaluation scores.
For VSE++, we use ResNet-50 (He et al., 2016) as image-encoder instead of

2 https://github.com/fartashf/vsepp

3 https://github.com/KunpengLi1994/VSRN

https://github.com/fartashf/vsepp
https://github.com/KunpengLi1994/VSRN
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ResNet-152 (He et al., 2016) or VGG (Simonyan and Zisserman, 2015). ResNet-
50 is faster to optimize and the performance differences between ResNet-50

and ResNet-152 are relatively small.
The VSRN method comes with an additional caption decoder, to decode the

original input caption from the latent image representation, this to add ad-
ditional supervision to the optimization process. We remove the additional
image-captioning module, so as to exclude performance gains on the retrieval
tasks due to this extra supervision. In (Li et al., 2019a), the similarity score for
a query candidate pair, during evaluation, is based on averaging the predicted
similarity scores of (an ensemble of) two trained models. We only take the
predicted relevance score of one model. The reason for this is that the evalu-
ation score improvements are marginal when using the scores of two models
(instead of one) but optimizing the methods takes twice as long. Therefore, our
results are lower than the results published in (Li et al., 2019a). For all the re-
maining details, we refer to our repository.4 When optimizing with SmoothAP,
we take all the k captions into account when sampling a batch, instead of one
positive candidate. For this reason, we have to increase the number of training
epochs k times as well to have a fair comparison. For each loss function, we
select the best performing hyper-parameter according to its original work.

4.3.2 Experimental outcomes

We evaluate each loss function we described in Section 4.2 given a dataset
and method. For ease of reference, we refer to each individual evaluation
with an experiment number (#) (see Table 4.1). To reduce the variance in the
results we run each experiment five times and report the average score and
standard deviation. Similar to (Faghri et al., 2018; Li et al., 2019a), we evaluate
using recall@k with k = {1, 5, 10}, for both the image-to-text (i2t) and text-to-
image (t2i) task. We also report the sum of all the recall scores (rsum) and the
average recall value. For the i2t task, we also report the mean average precision
at 5 (mAP@5) due to the fact we have k positive captions per image query.

4 https://github.com/MauritsBleeker/ecir-2022-reproducibility-bleeker

https://github.com/MauritsBleeker/ecir-2022-reproducibility-bleeker
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Table 4.1: Evaluation scores for the Flickr30k and MS-COCO, for the VSE++ and

VSRN.

i2t t2i

Loss function #
hyper
param

R@1 R@5 R@10

average
recall

mAP@5 R@1 R@5 R@10

average
recall

rsum

Flickr30k

VSE++
Triplet loss 1.1 α = 0.2 30.8±.7 62.6±.3 74.1±.8 55.9±.3 0.41±.00 23.4±.3 52.8±.1 65.7±.3 47.3±.1 309.4±0.9
Triplet loss SH 1.2 α = 0.2 42.4±.5 71.2±.7 80.7±.7 64.8±.6 0.50±.01 30.0±.3 59.0±.2 70.4±.4 53.1±.2 353.8±1.6
NT-Xent 1.3 τ = 0.1 37.5±.6 68.4±.6 77.8±.5 61.2±.3 0.47±.00 27.0±.3 57.3±.3 69.1±.2 51.1±.2 337.1±1.3
SmoothAP 1.4 τ = 0.01 42.1±.8 70.8±.6 80.6±.8 64.5±.4 0.50±.00 29.1±.3 58.1±.1 69.7±.2 52.3±.2 350.4±1.7

VSRN
Triplet loss 1.5 α = 0.2 56.4±.7 83.6±.6 90.1±.2 76.7±.5 0.63±.01 43.1±.3 74.4±.3 83.1±.4 66.9±.3 430.7±1.8
Triplet loss SH 1.6 α = 0.2 68.3±1.3 89.6±.7 94.0±.5 84.0±.5 0.73±.01 51.2±.9 78.0±.6 85.6±.5 71.6±.6 466.6±3.3
NT-Xent 1.7 τ = 0.1 50.9 ±.5 78.9±.7 86.6±.4 72.2±.4 0.59±.00 40.6±.6 71.9±.2 81.7±.3 64.7±.2 410.6±1.5
SmoothAP 1.8 τ = 0.01 63.1±1.0 86.6±.8 92.4±.5 80.7±.7 0.69±.00 45.8±.2 73.7±.3 82.3±.2 67.3±.1 444.0±2.1

MS-COCO

VSE++
Triplet loss 2.1 α = 0.2 22.1±.5 48.2±.3 61.7±.3 44.0±.3 0.30±.00 15.4±.1 39.5±.1 53.2±.1 36.0±.1 240.0±0.9
Triplet loss SH 2.2 α = 0.2 32.5±.2 61.6±.3 73.8±.3 56.0±.2 0.41±.00 21.3±.1 48.1±.1 61.5±.0 43.6±.1 298.8±0.8
NT-Xent 2.3 τ = 0.1 25.8±.5 53.6±.5 66.1±.2 48.5±.3 0.34±.00 18.0±.1 43.0±.1 56.6±.2 39.2±.1 263.0±0.9
SmoothAP 2.4 τ = 0.01 30.8±.3 60.3±.2 73.6±.5 54.9±.3 0.40±.00 20.3±.2 46.5±.2 60.1±.2 42.3±.2 291.5±1.4

VSRN
Triplet loss 2.5 α = 0.2 42.9±.4 74.3±.3 84.9±.4 67.4±.3 0.52±.00 33.5±.1 65.1±.1 77.1±.2 58.6±.1 377.8±1.2
Triplet loss SH 2.6 α = 0.2 48.9±.6 78.1±.5 87.4±.2 71.4±.4 0.57±.01 37.8±.5 68.1±.5 78.9±.3 61.6±.4 399.0±2.3
NT-Xent 2.7 τ = 0.1 37.9±.4 69.2±.2 80.7±.3 62.6±.1 0.47±.00 29.5±.1 61.0±.2 74.0±.2 54.6±.1 352.3±0.5
SmoothAP 2.8 τ = 0.01 46.0±.6 76.1±.3 85.9±.3 69.4±.3 0.54±.00 33.8±.3 64.1±.1 76.0±.2 58.0±.2 382.0±1.1
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Results. Based on the scores reported in Table 4.1, we have the following
observations:

(i) Given a fixed method and default hyper-parameters for each loss func-
tion, the triplet loss SH results in the best evaluation scores, regardless of
dataset, method or task.

(ii) Similar to (Faghri et al., 2018), we find that the triplet loss SH consistently
outperforms the general triplet loss, which takes all the negative triplets
in the batch into account that violate the margin constraint.

(iii) The NT-Xent loss consistently underperforms compared to the triplet loss
SH. This is in contrast with findings in (Chen et al., 2020c), where the
NT-Xent loss results in better down-stream evaluation performance on a
(augmented image-to-image) representation learning task than the triplet
loss SH. Although the ICR task has different (input) data modalities, the
underlying learning object is the same for ICR and augmented image-
to-image representation learning (i.e., contrasting positive and negative
pairs).

(iv) Only for the VSE++ method on the i2t task, SmoothAP performs similarly
to the triplet loss SH.

(v) SmoothAP does not outperform the triplet loss SH. This is in contrast
with the findings in (Brown et al., 2020a), where SmoothAP does outper-
form triplet loss SH and other metric learning functions.

(vi) The method with the best recall@k score also has the highest mAP@k
score.

Upshot. Based on our observations concerning Table 4.1, we conclude the
following:

(i) The triplet loss SH should still be the de facto choice for optimizing ICR
methods.

(ii) The promising results from the representation learning field that were
obtained by using the NT-Xent loss (Chen et al., 2020c), do not generalize
to the ICR task.

(iii) Optimizing an ICR method with a smooth approximation of a ranking
metric (SmoothAP) does not result in better recall@k scores.

(iv) Optimizing an ICR method by using a pair-wise distance loss between
the positive triplet and a semi-hard negative triplet still yields the best
evaluation performance. For both methods VSE++ and VSRN, both the
i2t and t2i tasks, and both datasets Flickr30k and MS-COCO.
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4.4 a method for analyzing the behavior of
loss functions

Next, we propose a method for analyzing the behavior of loss functions for
ICR. The purpose is to compare loss functions and explain the difference in
performance. If we compare the gradient w.r.t. q for the triplet loss and the
triplet loss SH, the only difference is the number of triplets that the two loss
functions take into account. If two models are optimized in exactly the same
manner, except one model uses the triplet loss and the other uses triplet loss
SH, the difference in performance can only be explained by the fact that the
triplet loss takes all violating triplets into account. This means that the number
of triplets (i.e., candidates) that contribute to the gradient directly relates to the
evaluation performance of the model. The same reasoning applies to the NT-
Xent and the SmoothAP loss. For example, the gradient w.r.t. q for the NT-Xent
loss also has the form v+− v−. The major difference between the two functions
is that for the negative candidate the NT-Xent loss computes a weighted sum
over all negatives to compute a representation of v−. Therefore, the difference
in evaluation performance between the triplet loss SH and NT-Xent can only
be explained by this weighted sum over all negatives. This sum can be turned
into a count of negatives, i.e., how many negatives approximately contribute
to this weighted sum, which can be related to the other losses. By counting the
number of candidates that contribute to the gradient, we aim to get a better
understanding of why a certain loss function performs better than others. The
method we propose is called counting contributing samples (COCOS).

First, we provide the form of the derivative of each loss function w.r.t. query
q. For each loss function the derivative is a sum over v+ − v−. Loss functions
may weigh the positive and negative candidate(s) differently, and the number
of candidates or triplets that are weighted may differ across loss functions.
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4.4.1 Triplet loss and triplet loss SH

The gradient w.r.t. q for the triplet loss SH, Lq
TripletSH is the difference between

the representation of the positive and negative candidate:

∂Lq
TripletSH
∂q =

{
v+ − v−, if s+ − s− < α

0, otherwise.
(4.9a)

∂Lq
Triplet
∂q = ∑v−∈Nq 1{s+ − s− < α} (v+ − v−) . (4.9b)

The gradient of triplet loss Lq
Triplet (Eq. 4.9b) w.r.t. q has a similar form. How-

ever, there the gradient is a sum over all triplets that violate s+ + s− < α, and
not only the maximum violating one. Based on Eq. 4.9a we can see that a
query q only has a non-zero gradient when s+ − s− < α. If this is the case, the
gradient always has the form v+ − v−, and this value is independent of the
magnitude s+ − s−. For this reason, given a batch B, the number of queries q
that have a non-zero gradient is defined by:

CB
TripletSH = ∑q∈B 1{s+ − s− < α}, (4.10)

where s+ = s0 ∈ Sq
P and s− = max

(
Sq
N
)
. We define CB

TripletSH to be the number
of queries q that have a non-zero gradient given batch B.

As the triplet loss takes all the triplets into account that violate the distance
margin α, we can count three things:

(i) Per query q, we can count how many triplets v+ − v− contribute to the
gradient of q. We define this as Cq

Triplet = ∑s−∈Sq
N
1{s+ − s− < α}.

(ii) Given the batch B, we can count how many triplets contribute to the
gradient over the entire training batch B. We define this number as
CB

Triplet = ∑q∈B Cq
Triplet.

(iii) Given the entire batch B, we can count how many queries have a gra-
dient value of zero (i.e., no violating triplets). This number is C0

Triplet =

∑q∈B 1{Cq
Triplet = 0}.

4.4.2 NT-Xent loss

The gradient w.r.t. q for the NT-Xent loss is defined as (Chen et al., 2020c):

∂Lq
NT-Xent
∂q =

(
1 − exp(s+/τ)

Z(q)

)
τ−1v+ − ∑s−∈Sq

N

(
exp(s−/τ)

Z(q)

)
τ−1v−, (4.11)
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where Z(q) = ∑si∈Sq
Ω

exp(si/τ), a normalization constant depending on q.

The gradient w.r.t. q is the weighted difference of the positive candidate v+

and the weighted sum over all the negative candidates. The weight for each
candidate is based on the similarity with the query, normalized by the sum
of the similarities of all candidates. In contrast, for the triplet-loss (Eq. 4.9b)
all candidates are weighted equally when they violate the margin constraint.
The NT-Xent loss performs a natural form of (hard) negative weighting (Chen
et al., 2020c). The more similar a negative sample is to the query, the higher
the weight of this negative in the gradient computation. In principle, all the
negatives and the positive candidate contribute to the gradient w.r.t. q. In
practice, most similarity scores s− ∈ Sq

N have a low value; so the weight of this
negative candidate in the gradient computation will be close to 0.

To count the number of negative candidates that contribute to the gradient,
we define a threshold value ϵ. If the weight of a negative candidate v− is
below ϵ, we assume that its contribution is negligible. All candidate vectors are
normalized. Hence, there is no additional weighting effect by the magnitude
of the vector. For the NT-Xent loss we define three terms: Cqv−

NTXent, Wqv−
NTXent

and Wqv+

NT−Xent:

(i) Given a query q, Cqv−
NT−Xent is the number of negative candi-

dates v− that contribute to the gradient w.r.t. q: Cqv−
NT−Xent =

∑s−∈Sq
N
1{exp(s−/τ)Z(q)−1 > ϵ}. We count all the negative candidates

v− that have a normalized similarity score with the query higher than ϵ.
(ii) Given Cqv−

NT−Xent, we compute the sum of the weight values

of the contributing negative canidates v− as Wqv−
NT−Xent =

∑s−∈Sq
N
1{exp(s−/τ)Z(q)−1 > ϵ} exp(s−/τ)Z(q)−1.

(iii) We define Wqv+

NT−Xent = 1
N ∑q∈B(1 − exp(s+/τ)Z(q)−1), as the mean

weight value of the positive candidates in batch B.
We define the two extra terms, Wqv−

NT−Xent and Wqv+

NT−Xent because for the NT-
Xent function, we have to count the candidates with a weight value above
the threshold ϵ. This count on its own does not provide a good picture of
the contribution of these candidates to the gradient. Therefore, we compute a
mean value of those weight values as well, to provide insight into the number
of the samples on which the gradient w.r.t. q is based.
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4.4.3 SmoothAP loss

A full derivation of the gradient of SmoothAP w.r.t. q is provided in Ap-
pendix 4.B. We introduce sim(Dij), the derivative of Eq. 4.7:

∂APq

∂q
=

1
|Sq

P |
∑

i∈Sq
P

R
(
i,Sq

Ω

)−2

R
(
i,Sq

P
) ∑

j∈Sq
N

sim(Dij)(vi − vj)

 −

(
R
(
i,Sq

N
)
− 1
) ∑

j∈Sq
P ,j ̸=i

sim(Dij)(vi − vj)

 .

(4.12)

Given Eq. 4.12, it is less trivial to infer what the update w.r.t. q looks like in
terms of positive candidates vi and negative candidates vj. However, we can
derive the following two properties:

(i) The lower a positive candidate vi is in the total ranking, the less this
candidate is taken into account for the gradient computation w.r.t. q, due
to the inverse quadratic term R

(
i,Sq

Ω

)−2
. This is in line with optimizing

the AP as a metric; positive candidates that are ranked low contribute
less to the total AP score and therefore are less important to optimize.

(ii) Each triplet vi − vj is weighted according to their difference in similarity
score Dij. If their difference in similarity score w.r.t. query q is relatively
small (i.e., Dij is close to zero), sim(Dij) will have a high value due to
the fact that sim(Dij) is the derivative of the sigmoid function. Therefore,
sim(Dij) indicates how close the similarity score (with the query) of can-
didate vi is compared to the similarity score of vj. This is in line with
the SmoothAP loss because we use a sigmoid to approximate the step-
function; only triplets of candidates that have a similar similarity score
will contribute to the gradient.

We define a threshold value ϵ again. If the value of sim(Dij) is lower than the
threshold value, we consider the contribution of this triplet to be negligible.
We have to take into account that all triplets are also weighted by R(i,Sq

Ω)
−2,

which is always lower than or equal to 1. We can define Cq
Smooth, which is the
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number of triplets v+ − v− that contribute to the gradient w.r.t. q, for SmoothAP as
follows:

Cq
Smooth =

1
|Sq

P |
∑

i∈Sq
P

 ∑
j∈Sq

N

1

{
sim(Dij)

R(i,Sq
Ω)

2
> ϵ

}
+

∑
j∈Sq

P ,j ̸=i

1

{
sim(Dij)

R(i,Sq
Ω)

2
> ϵ

} .

(4.13)

Similar to (Brown et al., 2020a), we use sim(Dij) in combination with a thresh-
old value ϵ to indicate which samples have a non-zero gradient in the train-
ing batch. We ignore the terms R

(
i,Sq

P
)

and 1 −R
(
i,Sq

N
)

for this gradient
computation. We also count all queries q within batch B that do not have a
gradient value. We define this number as C0

Smooth = ∑q∈B 1{Cq
Smooth = 0}. This

completes the definition of COCOS: for every loss function that we consider, it
counts the number of candidates that contribute to the gradient w.r.t. q.

4.5 analyzing the behavior of loss functions
for icr

4.5.1 Experimental setup

To use COCOS, we introduce the following experimental setup. For each loss
function, we take the checkpoint of one of the five optimized models. We refer
to this checkpoint as the optimal convergence point for this loss function. This is
not the point with the lowest loss value, but the model checkpoint that results
in the highest evaluation scores on the validation set. We freeze all model
parameters and do not apply dropout. We iterate over the entire training set by
sampling random batches B (with batch size |B| = 128, similar to the training
set-up). For each batch, we compute the COCOS and weight values defined in
Section 4.4. We report the mean value and standard deviation over the entire
training set for both VSE++ and VSRN, for both datasets and for each loss
function. The only hyper-parameter for this experiment is ϵ. We use ϵ = 0.01
for both the NT-Xent and SmoothAP loss.
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Table 4.2: COCOS w.r.t. query q, for the triplet loss and the triplet loss SH.

i2t t2i

# Cq CB C0 Cq CB C0

Flickr30k
VSE++

Triplet loss 1.1 6.79±0.83 768.92±96.87 14.78±3.52 6.11±0.75 774.67±98.05 1.14±1.22

Triplet loss SH 1.2 1±0.0 98.74±4.83 29.23±4.81 1±0.0 98.22±4.66 29.75±4.62

VSRN
Triplet loss 1.5 1.39±0.12 60.96±10.30 84.29±5.80 1.28±0.10 61.21±10.01 80.15±6.35

Triplet loss SH 1.6 1±0.0 45.59±5.93 82.39±5.92 1±0.0 44.98±5.70 82.99±5.70

MS-COCO
VSE++

Triplet loss 2.1 3.51±0.49 353.82±52.71 27.09±4.60 2.94±0.36 341.64±50.80 12.24±4.92

Triplet loss SH 2.2 1 ±0.0 88.17±5.25 39.82±5.24 1±0.0 87.24±5.34 40.75±5.33

VSRN
Triplet loss 2.5 1.21±0.13 29.88±7.46 103.33±5.22 1.15±0.10 30.25±7.49 101.70±5.58

Triplet loss SH 2.6 1±0.0 33.24±5.39 94.73±5.45 1±0.0 32.90±5.35 95.08±5.4

4.5.2 Experimental outcomes

For each of the loss functions that we consider, we analyze its performance
using COCOS.

Triplet loss. Our goal is not to show that the triplet loss SH outperforms the
triplet loss, which has already been shown (Faghri et al., 2018), but to explain
this behavior based on COCOS w.r.t. q and also relate this to the NT-Xent and
SmoothAP loss.

Based on Table 4.1 (row 1.1/1.2 and 1.5/1.6, row 2.1/2.2 and 2.5/2.6) it is
clear that the triplet loss SH always outperforms the general triplet loss with a
large margin. If we look at Table 4.2, row 1.1/1.2 and 2.1/2.2, respectively,
there is a clear relation between Cq and the final evaluation score for the
VSE++ model for both sub-tasks i2t and t2i (Table 4.1). Cq

Triplet and CB
Triplet

are both much greater than Cq
TripletSH and CB

TripletSH, for both dataset and both
the the i2t and t2i task. When multiple negatives with a small margin vi-
olation are combined into a gradient, the gradient is dominated by easy or
non-informative negative samples, which results in convergence of the model
into a sub-optimal point (Faghri et al., 2018). Clearly, the loss function with the
lowest evaluation score takes into account the most negatives when computing
the gradient w.r.t. q. Based on (Faghri et al., 2018) and the COCOS results in
Table 4.2 we conclude that, at the optimal convergence point, the triplet loss
takes too many negatives into account (i.e., too many triplets still violate the
margin constraint), leading to lower evaluation scores.

For VSRN the relation between Cq
Triplet, Cq

TripletSH and the final evaluation
score is less clear. If we look at Table 4.2, row 1.5/1.6 and 2.5/2.6, respec-
tively, we see that Cq

Triplet ≈ Cq
TripletSH = 1. This means that at the optimal
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Table 4.3: COCOS w.r.t. query q, for the NT-Xent loss (Chen et al., 2020c).

i2t t2i

# Cqv−
NT−Xent Wqv−

NT−Xent Wqv+

NT−Xent Cqv−
NT−Xent Wqv−

NT−Xent Wqv+

NT−Xent

Flickr30k
VSE++ 1.3 9.88±0.51 0.42±0.02 0.56±0.02 9.65±0.51 0.42±0.02 0.56±0.02

VSRN 1.7 2.45±0.23 0.13±0.02 0.20±0.02 2.46±0.23 0.13±0.02 0.20±0.02

MS-COCO
VSE++ 2.3 5.59±0.40 0.36±0.02 0.46±0.02 5.33±0.38 0.36±0.02 0.46±0.02

VSRN 2.7 1.10±0.14 0.10±0.02 0.14±0.02 1.11±0.14 0.09±0.02 0.14±0.02

convergence point, for VSRN, the triplet loss and the triplet loss SH (approx-
imately) are similar to each other and both functions only take one negative
triplet into account when computing the gradient w.r.t. q. Thus, both functions
should result in approximately the same gradient value while the triplet loss
SH still outperforms the triplet loss with a large margin. This can be explained
as follows: At the start of training, for each query q (almost) all triplets vio-
late the margin constraint (because all candidate representations are random).
Therefore, the gradient(s) computation w.r.t. q for the triplet loss is based on
all triplets in the batch and therefore this gradient is dominated by a majority
of non-informative samples at the beginning of the training, which leads to
convergence at a sub-optimal point.

NT-Xent. Based on Table 4.3, we can see that Cqv−
NT−Xent is higher than 1 for

both VSE++ and VSRN, for i2t and t2i, on both datasets. If we relate the
evaluation performances of the NT-Xent loss (row 1.3, 1.7, 2.3, 2.7) to the triplet
loss SH (row 1.2, 1.6, 2.2, 2.6) in Table 4.1, we can see that the triplet loss SH
consistently outperforms the NT-Xent loss, regardless of the method, dataset
or sub-task. We therefore can conclude that taking only the most violating
negative into account when computing the gradient w.r.t. q results in better
evaluation performances than computing a weighted sum over all negative
candidates. We can apply the same reasoning used to explain the performance
difference between the triplet loss and triplet loss SH. The gradient w.r.t. q for
the NT-Xent is dominated by too many non-informative negatives, which have
a weight value bigger than ϵ.

Looking at Table 4.1, we see that NT-Xent loss outperforms the triplet loss for
the VSE++ method (1.3/1.1 and 2.3/2.1) while taking more negative samples
into account when computing the gradient (based on our definition of COCOS).
This in contrast with the previous observation for the triplet loss of the more
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Table 4.4: COCOS w.r.t. query q, for the SmoothAP (Brown et al., 2020a) loss.

i2t t2i

# Cq
SmoothAP C0

SmoothAP Cq
SmoothAP C0

SmoothAP

Flickr30k
VSE++ 1.4 1.27±0.06 2.15±1.51 1.47±0.83 636.72±18.72

VSRN 1.8 2.33±0.07 0.00±0.00 1.62±0.95 636.49±18.65

MS-COCO
VSE++ 2.4 1.48±0.07 0.80±0.90 1.41±0.74 637.10±20.28

VSRN 2.8 1.67±0.07 0.14±0.37 1.42±0.76 637.23±20.35

(non-informative) samples a loss function takes into account when computing
the gradient w.r.t. q, the lower the evaluation score. Solely counting the num-
ber of negative examples that contribute to the gradient does not provide the
full picture for the NT-Xent loss; the weight value of each individual sample
(including the positive) plays a more important role than initially was assumed.
We have tried different values for ϵ, with little impact.

SmoothAP. The observations in Table 4.4 are in line with the observations in
Table 4.2 and the evaluation performance in Table 4.1. At the optimal conver-
gence point SmoothAP takes approximately one triplet into account when com-
puting the gradient w.r.t. q, which results in close-to or similar performances as
the triplet loss SH. We also observe the following: the only experiment where
the triplet loss SH outperforms SmoothAP with a large margin (Table 4.1, row
1.5 and 1.8), is also the experiment where the SmoothAP function takes the
highest number of negatives into account when computing the gradient w.r.t.
q (Table 4.4, row 1.8). This supports the general observation that the more
samples that contribute to the gradient, the lower the final evaluation score.

For the t2i task, we also see that C0
SmoothAP is almost as big as the number of

samples (640=(k = 5)× (|B| = 128)) in the candidate set, for both datasets and
methods. Hence, barely any query has a gradient value anymore at the optimal
convergence point. However, this is not the case for the i2t task. We conclude
that optimizing a ranking metric (i.e., AP) with only one positive candidate
(as is the case for the t2i task), might be too easy to optimize and could result
in over-fitting. Therefore, it is not useful to optimize a ranking task like ICR
with a ranking-based loss function when there is only one positive candidate
per query, which is the case for the i2t task. For the i2t task, however, there are
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barely any queries without a gradient value; here we have k positive candidates
per query.

Upshot. In summary, the main insights from this section are as follows:
(i) It is important to focus on only one (or a limited) number of (hard) neg-

atives per query during the entire training for the gradient computation,
so as to prevent the gradient from being dominated by non-informative
or easy negative samples.

(ii) Weighting each negative candidate by its score (as is done in NT-Xent)
as opposed to weighting all negatives equally (as is done in the triplet
loss) can be beneficial for the gradient computation and therefore for the
final evaluation score. However, this weighted sum of negatives does
not result in the fact that the NT-Xent loss outperforms the triplet loss
SH, which implies that the gradient computation for the NT-Xent is still
based on too many non-informative samples.

4.6 discussion & conclusion

In this chapter, we have examined three loss functions from the metric learning
field to analyze if the promising results obtained in metric learning generalize
to the image-caption retrieval task. In contrast with the findings from metric
learning, we find that the triplet loss with semi-hard negative mining still out-
performs the NT-Xent and SmoothAP loss. Hence, the triplet loss should still
be the de facto choice as a loss function for ICR; results from metric learning do
not generalize directly to ICR. Therefore, we answered the third research ques-
tion of this thesis: lessons from metric learning do not generalize one-on-one
to ICR. To gain a better understanding of why a loss function results in better
performance than others, we have introduced the notion of counting contribut-
ing samples (COCOS). We have shown that the best performing loss function
only focuses on one (hard) negative sample when computing the gradient w.r.t.
the query and therefore results in the most informative gradient. COCOS sug-
gests that the underperforming loss functions take too many (non-informative)
negatives into account, and therefore converge to a sub-optimal point.

The definition of COCOS uses a threshold value. The idea that a candidate
contributes to the gradient if its weight value is above a certain threshold is in-
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sightful but does not provide the complete picture of how strong the influence
of this sample is. We encourage two directions for future work:

(i) work on more sophisticated methods to determine the influence of (the
number of) samples on the gradient w.r.t. a query.

(ii) Design new loss functions for the ICR task by taking the lessons from
COCOS into account, i.e., loss functions that only take one, or a limited
number of, hard negative(s) into account.

Additionally, we want to investigate if our findings generalize to fields such
as dense passage retrieval (Karpukhin et al., 2020). Dense passage retrieval
methods are also mainly optimized by using two data encoders (Karpukhin et
al., 2020; Khattab and Zaharia, 2020), for the query and for documents, and the
main learning objective is contrasting positive and negative candidates with a
query (Karpukhin et al., 2020; Khattab and Zaharia, 2020; Chen et al., 2021c;
Formal et al., 2021; Gao et al., 2021; Zhan et al., 2021), similar to ICR.

In the next chapter, we continue with the ICR evaluation task for contrastive
image-text representation learning methods. We first show that contrastive
image-text methods that are optimized with the InfoNCE loss (i.e., NT-Xent)
are prone to predictive feature suppression. We then introduce a method to
reduce predictive feature suppression for resource-constrained ICR methods.





Chapter Appendix

The appendix of this chapter has three sections, one devoted to the notation
and variables used throughout this chapter (Appendix 4.A), one to the deriva-
tion of the gradient of SmoothAP w.r.t. q (Appendix 4.B), and one devoted to
reproducibility (Appendix 4.C).

4.A notation and variables

Table 4.A.1: Overview of the notation and variables used throughout Chapter 4.

Symbol Explanation

D Dataset D consisting of N image-caption tuples.

xi
I Input image from tuple i ∈ D

xi
Ck

Input caption j, where 1 ≤ j ≤ k (k is number of captions per
tuple), from tuple i ∈ D.

q Latent representation of the query, either an image or a caption.

vi Candidate i in candidate set Ω.

v+ A matching candidate (i.e., positive) given query q, either an
image or a caption.

v− A non-matching candidate (i.e., negative) given query q, either
an image or a caption.

Ω Set of all candidates representations vi to be ranked w.r.t. query
q.

Nq Set of all non-matching candidates v− w.r.t. query q.

Pq Set of all matching candidates v+ w.r.t. query q.

Sq
Ω Set with similarity scores for each vi ∈ Ω w.r.t. query q.

Sq
P Set with similarity scores for each vi ∈ Pq w.r.t. query q.

Continued on next page

75
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Table 4.A.1 – continued from previous page

Symbol Explanation

Sq
N Set with similarity scores for each vi ∈ Nq w.r.t. query q.

B Training batch with image-caption pairs.

α Margin parameter for the triplet loss.

τ Temperature parameter to scale the logist (i.e., cosine similarity)
for the NT-Xent loss or SmoothAP scores.

LTriplet Triplet loss.

Lq
Triplet Triplet loss w.r.t query q.

LNT−Xent NT-Xent loss.

LAP SmoothAP loss.

CB Number of queries q that have a non-zero gradient given batch
B, for a given loss function.

C0 Number of queries q that have a zero gradient given batch B,
for a given loss function.

Cq Numbers of triplets that contribute to the gradient w.r.t. q, given
a loss function.

4.B derivative of the gradient of smoothap
w.r.t. q

4.b.1 Explanation of SmoothAP

The average precision metric represents the area under the precision-recall
curve. Average precision is a discrete metric and therefore can not be used
directly as a loss function for optimizing retrieval methods. The main intuition
behind the SmoothAP (Brown et al., 2020a) is to have a smooth, and there-
fore differentiable, approximation of the average precision metric. Using the
notation introduced in Section 4.2, the average precision metric is defined as
follows:
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APq =
1

|Sq
P |

∑
i∈Sq

P

R(i,Sq
P )

R(i,Sq
Ω)

, (4.14)

where R(i,S) is defined as:

R(i,S) = 1 + ∑
j∈S ,i ̸=j

1{si − sj < 0}. (4.15)

R(i,S) returns the rank of candidate i in a ranking over a set with candidates
S , given query q. si is the similarity score between the query q and candidate
vi. Similarly, sj is similarity score between the query q and candidate vj. If
si − sj is lower than 0, this indicates that candidate j is ranked higher than
candidate i. By counting how many times 1{si − sj < 0} is true, the ranking of
candidate i can be determined.

To simplify the computation and notation, we can introduce a matrix D,
where D is defined as:

D =


s1 . . . sm
... . . . ...

s1 . . . sm

−


s1 . . . s1
... . . . ...

sm . . . sm

 , (4.16)

where Dij = si − sj. In this case we have a candidate set S with m candidates.
By using matrix D, we can rewrite Eq. 4.15 as follows:

R(i,S) = 1 + ∑
j∈S ,i ̸=j

1{Dij > 0}. (4.17)

To make R(i,S), and thereby APq, differentiable, the indicator function 1 is
replaced by the smooth sigmoid function G(·, τ).

4.b.2 Derivative of the gradient of SmoothAP w.r.t. q

In this section, we give an analyses and derivation of the gradient of SmoothAP
(Brown et al., 2020a) w.r.t. query q. We start with Eq. 4.18, the definition of
SmoothAP:

APq =
1

|Sq
P |

∑
i∈Sq

P

1 + ∑j∈Sq
P ,j ̸=i G(Dij; τ)

1 + ∑j∈Sq
P ,j ̸=i G(Dij; τ) + ∑j∈Sq

N
G(Dij; τ)

. (4.18)

Here, G is a smooth approximation of an indicator/step function:

G ( f (x); τ) =
1

1 + e−
f (x)

τ

. (4.19)
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The derivative of G w.r.t. a function f (x) has the following form:

∂G ( f (x); τ)

∂x
= G ( f (x); τ) (1 − G ( f (x); τ))

1
τ

∂ f (x)
∂x

. (4.20)

Note that f (x) in the case of SmoothAP is Dij:

Dij = si − sj = qvi − qvj, (4.21)

where both vi, vj and q are normalized on the unit-sphere. The gradient of Dij

w.r.t. query q has the following form:

∂Dij

∂q
= vi − vj. (4.22)

If we plug in Dij into Eq. 4.20 and take the gradient w.r.t. query q, we get

∂G
(

Dij; τ
)

∂q
= G

(
Dij; τ

) (
1 − G

(
Dij; τ

)) 1
τ
(vi − vj)

= sim
(

Dij, τ
) (

vi − vj
)

,
(4.23)

where sim(Dij, τ) is a function that gives an indication of how close the simi-
larity scores are of candidate i and j are w.r.t. query q, scaled by τ:

sim(Dij, τ) = G(Dij; τ)(1 − G(Dij; τ))
1
τ

. (4.24)

Now we define R
(
i,Sq

Ω

)
and R

(
i,Sq

P
)
. R

(
i,Sq

Ω

)
gives the ranking of candi-

date i within the full candidate set Sq
Ω. R

(
i,Sq

P
)
. gives the rank of candidate i

within the positive candidate set Sq
P :

R
(
i,Sq

Ω

)
=

 A︷ ︸︸ ︷
1 + ∑

j∈Sq
P ,j ̸=i

G(Dij; τ) +

C︷ ︸︸ ︷
∑

j∈Sq
N

G(Dij; τ)

 (4.25)

R
(
i,Sq

P
)
=

 A︷ ︸︸ ︷
1 + ∑

j∈Sq
P ,j ̸=i

G(Dij; τ)

 . (4.26)

The gradient of R
(
i,Sq

Ω

)
w.r.t. to q has the following form:

∂R
(
i,Sq

Ω

)
∂q

=

 B︷ ︸︸ ︷
∑

j∈Sq
P ,j ̸=i

sim(Dij)(vi − vj) +

D︷ ︸︸ ︷
∑

j∈Sq
N

sim(Dij)(vi − vj)

 . (4.27)
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Using all the definitions above, we can write the full gradient of APq w.r.t. q:

∂APq

∂q

=
1

|Sq
P |

∑
i∈Sq

P

R
(
i,Sq

P
) ∂R(i,Sq

Ω)
∂q −R

(
i,Sq

Ω

) (
∑j∈Sq

P ,j ̸=i sim(Dij)(vi − vj)
)

R
(
i,Sq

Ω

)2

(4.28)

=
1

|Sq
P |

∑
i∈Sq

P

1

R
(
i,Sq

Ω

)2




A︷ ︸︸ ︷
R
(
i,Sq

P
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∂R
(
i,Sq

Ω
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∂q

−
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R
(
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Ω
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j∈Sq
P ,j ̸=i

sim(Dij)(vi − vj)



 . (4.29)

When looking at Eq. 4.29, it becomes clear that we have a function in the fol-
lowing form A(B+ D)− (A+C)B. This can be rewritten to: AB+ AD − AB−
CB = AD − CB. If we apply this to Eq. 4.29, we end up with the following
form:

∂APq

∂q

=
1

|Sq
P |

∑
i∈Sq

P

1

R
(
i,Sq

Ω

)2

 A︷ ︸︸ ︷
R
(
i,Sq

P
) D︷ ︸︸ ︷

∑
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N

sim(Dij)(vi − vj)

−

C︷ ︸︸ ︷
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j∈Sq
N

G(Dij; τ)

 B︷ ︸︸ ︷
∑

j∈Sq
P ,j ̸=i

sim(Dij)(vi − vj)


 (4.30)

=
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|Sq
P |
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1
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(
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P
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sim(Dij)(vi − vj)

−

(
R
(
i,Sq

N
)
− 1
) ∑
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P ,j ̸=i

sim(Dij)(vi − vj)

 .

(4.31)
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4.C reproducibility

4.c.1 VSE++

The VSE++ (Faghri et al., 2018) is an ICR method that uses two encoders that do
not share parameters: an image and a caption encoder. For the image encoder,
two CNN networks have been used in (Faghri et al., 2018): ResNet-152 (He
et al., 2016) and VGG19 (Simonyan and Zisserman, 2015), where ResNet-152

yields the best evaluation performances. To reduce the computation time of
the training process, we have decided to use ResNet-50 instead of ResNet-
152. Some preliminary experiments have shown that the differences in evalu-
ation scores between ResNet-152 and 50 are relatively small, while ResNet-50

is faster to optimize. The ResNet network functions as a so-called backbone
or feature extractor. On top of the ResNet network, a fully-connected layer is
placed to map the extracted features to a multi-modal latent space. Only the
weights of this fully-connected layer are optimized during training.

The caption encoder consists of a unidirectional GRU (Cho et al., 2014a)
encoder. The word embeddings for the text encoder are trained end-to-end
(from scratch) with the rest of the text encoder. The output of the last encoding
step is the representation of the input caption. The output representations of
both encoders are normalized on the unit sphere.

4.c.2 VSRN

VSRN (Li et al., 2019a) also consists of a separate text and image encoder. For
the image encoder, VSRN uses pre-computed features as input. These features
have been generated by a Faster R-CNN (Ren et al., 2015) model, which uses
ResNet-101 (He et al., 2016) as a backbone, trained on the Visual Genomes
dataset (Krishna et al., 2016). The feature map of the last convolutional layer
serves as input representation for the next layer, each vector in this feature
map represents a region in the input image. Next, a GCN (Kipf and Welling,
2017) is used to enhance the input feature vectors with relation information
between each region in the input image. Finally, a GRU is used to compute the
global representation of the different region vectors. This is done by feeding
the region representations one by one into the GRU encoder as a sequence.
VSRN uses the same text encoder as VSE++.
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To generate an extra training signal, a caption generator is added to the
training process. This generator is optimized to reconstruct the input caption
based on the visual region feature representations. We have decided to remove
this caption decoder from the learning algorithm. The reason for this is that
we focus on ICR only and we want to exclude any additional learning signal
from the training process.

4.c.3 Implementation and optimization details

Both VSE++ and VSRN are optimized for 30 epochs on the same datasets (Lin
et al., 2014; Young et al., 2014). For VSE++, after 30 epochs of training, 15

epochs of additional fine-tuning are applied where the backbone of the image
encoder is also optimized. We do not apply this additional fine-tuning step
due to the following two reasons:

(i) We want to optimize VSE++ and VSRN for the same number of epochs,
and

(ii) Our goal is not to have the best performing model but rather to evaluate
the impact of a loss function.

Therefore, the weights of the feature extractor for the VSE++ image encoder
are frozen during the entire training process in this work. All the other re-
maining implementation details and hyper-parameters in this work are similar
to (Faghri et al., 2018; Li et al., 2019a).





5
Reducing Predictive Feature

Suppression

In Chapter 4, we questioned the generalizability of contrastive losses (i.e., met-
ric learning functions) to the ICR task. In this chapter,1 we continue our inves-
tigation by taking a closer look at one of the contrastive losses we examined
in Chapter 4: the NT-Xent loss (Chen et al., 2020c). However, from this chap-
ter onwards, we will use the more widely used name for the NT-Xent loss,
namely InfoNCE (van den Oord et al., 2018). Robinson et al. (2021) show that
contrastive losses are prone to predictive feature suppression and that the rep-
resentations learned by using such losses mainly depend on the difficulty of
the discrimination task during training. In resource-constrained training se-
tups (i.e., when either the amount of training data or the compute budget is
limited), it is unlikely that the scale of the training is sufficient to make the
learning problem difficult enough such that the InfoNCE loss guides the en-
coders to extract all predictive features in the input data. This leads us to the
fourth research question of this thesis:

Research Question 4: Can we reduce predictive feature suppression for resource-
constrained contrastive image-text representation learning?

To answer this research question, we introduce latent target decoding (LTD). LTD
is a non-auto-regressive reconstruction objective, which can be combined with
a contrastive loss, that reconstructs the input caption in the latent space of a
general-purpose sentence encoder. Instead of implementing LTD as an addi-
tional loss function, we propose to implement LTD as an optimization con-
straint. We show that constrained-based LTD consistently outperforms (given
an evaluation metric) baseline ICR methods that are solely trained with a con-
trastive loss. These findings indicate that the representations learned by com-

1 This chapter is based on (Bleeker et al., 2023b).
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bining LTD with a contrastive loss contain more predictive features of the input
data that are relevant for a down-stream evaluation task.

5.1 introduction

Image-caption retrieval (ICR) is the task of using an image or a caption as a
query and ranking a set of candidate items in the other modality. Both the
images and captions are mapped into a shared latent space by two encoders,
which correspond to the two modalities. These encoders usually do not share
parameters and are typically optimized with a contrastive loss function (Faghri
et al., 2018; Lee et al., 2018; Li et al., 2019a; Wang et al., 2019; Chen et al., 2020a;
Liu et al., 2020; Messina et al., 2020a; Messina et al., 2020b; Wang et al., 2020;
Diao et al., 2021; Jia et al., 2021; Yu et al., 2021b). How well an ICR method
generalizes beyond the specific training data depends on the features that the
method has learned during training. The contrastive loss explicitly learns the
similarity between positive (matching) candidates, while pushing away neg-
ative (non-matching) candidates during training. In the ideal situation, the
contrastive objective optimizes the image and caption encoder such that both
encoders extract all relevant information from the caption and image that is
needed for matching the positive candidates during evaluation. However, it is
not defined upfront what information is needed during evaluation for retriev-
ing the correct item among a set of candidates.

Predictive feature suppression. Hermann and Lampinen (2020) show that, in
the presence of two predictive features that redundantly predict the output label
of the input data, a deep neural model preferentially represents one of the two
predictive features while the other feature is suppressed. In this chapter, we
define predictive feature suppression for ICR as the suppression of features by
an encoder network during training that would be useful to correctly predict
the match between a query and the positive candidate at inference time. For
contrastive training tasks, the features that are relevant for matching the query
with the positive candidate (i.e., the predictive features) mainly depend on
the negative candidates in the training batch. Only optimizing the contrastive
InfoNCE loss does not guarantee avoidance of shortcut features that suppress
certain (predictive) input features and the learned features mainly depend on
the difficulty of the discrimination task (Robinson et al., 2021). Especially in a
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resource-constrained training setup, it is likely that the majority of the input
features in the caption and image are redundant for learning the similarity be-
tween matching images and captions, due to the limited number of negative
samples available to contrast with. The contrastive optimization objective is
easy to solve by only using a small subset of the predictive input features of
the captions and images. Suppressing predictive features during training is
an undesirable side-effect of contrastive representation learning in a resource-
constrained training setup, since some of these features might be needed dur-
ing evaluation to retrieve the matching candidate. In Figure 5.1, we provide
a visual example of predictive feature suppression in a resource-constrained
contrastive image-text matching setup.

How to prevent predictive feature suppression. To increase the difficulty of
a contrastive discrimination task, one can increase the batch size during train-
ing in order to increase the probability of having difficult in-batch negative
samples (Chen et al., 2020c; Qu et al., 2021). It is, therefore, not surprising
that most progress on the two widely used ICR benchmark evaluation sets,
Flickr30k (Flickr30k, Young et al., 2014) and MS-COCO Captions (MS-COCO,
Lin et al., 2014), has recently been made by using large-scale image-text match-
ing training, mainly in combination with transformer network architectures
(Jia et al., 2021; Yuan et al., 2021). Using more data and larger model architec-
tures improves performance but comes with a significant extra computational
cost, both in terms of data needed for training and the number of parameters
that need to be optimized.

The two benchmark datasets for ICR, the Flickr30k and MS-COCO datasets,
are relatively small in terms of training samples compared to the training data
of state-of-the-art pre-trained ICR or image-text matching methods (Jia et al.,
2021; Yuan et al., 2021). When an ICR method is trained from scratch using
these benchmark datasets only, for example, in a resource-constrained training
setup, scaling up the size of a batch is not a feasible solution to increase perfor-
mance, due to the limited data size of Flickr30k and MS-COCO or due to the
lack of computational resources. Hence, it is important to develop algorithms
that can improve the effectiveness of ICR methods in a resource-constrained train-
ing setup, without relying on more data and more compute to achieve this.

A method to increase the difficulty of the contrastive objective that does not
rely on the size of the dataset to reduce predictive feature suppression is to
directly mine hard negative examples for each query over the entire dataset,
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small kitten sitting on a quilt
looking up at the camera.

a young dog biting an
orange frisbee in yard

Figure 5.1: Visualization of predictive feature suppression using two examples from the

MS-COCO Captions dataset. x∗I and x∗C j are input images and captions, respectively,

and z∗I and z∗C j are the latent representations of the image and caption. We use the

cosine similarity as similarity metric. The objective of a contrastive loss is to optimize

the similarity scores on the diagonal of the similarity matrix, while minimizing the

off-diagonal scores. In this small-scale training setup, if both the image and caption

encoder only extract the concepts kitten and dog, the remaining concepts in both the

images and captions are irrelevant to predicting the correct matching scores between

the images and captions. The input features that are not needed to predict a match

between an image and a caption are likely to be suppressed by the encoder. However,

these features might be relevant during evaluation to predict a correct match.

rather than relying on an increased batch size to include difficult negative
examples. The disadvantage of hard negative mining is that it can be com-
putationally expensive (Chen et al., 2020b). Moreover, the MS-COCO dataset
contains many visually similar images (Parekh et al., 2020); when a similar im-
age is mined as a hard negative, it will be considered as a negative w.r.t. the
query, which may create conflicting and incorrect supervision signals.

The autoencoding paradigm (Hinton and Salakhutdinov, 2006) provides an
alternative solution to reduce predictive feature suppression by learning la-
tent data representations that contain as much of the important input features
as possible. Using the information bottle-neck principle, the encoder should
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compress the input information into a low-dimensional representation while
preserving as much as possible of the input features. Combining autoencoding
with contrastive learning should prevent the image and caption encoder from
learning features that are only needed to solve the contrastive optimization ob-
jective. Therefore, a logical step is to add a decoder to the learning algorithm
that decodes the original input from either the caption or image representation
(or both). However, adding a decoder on top of the image representations, as
in (Li et al., 2020b), is sub-optimal for the ICR task. The captions provided for
each image are already a dense summary of the image; reconstructing every
pixel in the image results in image representations that contain too much local
information, which is irrelevant for the ICR task. A more natural choice would
be to decode the input caption rather than the image, but adding a decoder on
top of the caption representations might not result in a reduction of predictive
feature suppression. Strong textual decoders can reduce a reconstruction loss
by mainly relying on the learned language model (Lu et al., 2021a). The input
for this decoder (the latent caption representation) can mostly be ignored while
correctly decoding the input sequence.

Our proposed solution. To address the disadvantages of current approaches
to mitigating predictive feature suppression, viz. (i) high costs (in terms of
compute and data), and (ii) reconstruction of the input caption and images in
the input space, we introduce latent target decoding (LTD). For each caption in
the training set, we generate a latent target representation by using a general-
purpose sentence encoder. We train an image and caption encoder that can be
trained in a resource-constrained setup, using a standard contrastive learning
objective. Next to that, we add an extra decoder to the learning algorithm. We
decode the information of the caption in a latent space of the sentence encoder.
Thus, the decoder cannot rely on learning a dataset-specific language model
to decode the input, and the caption representation learned by the caption en-
coder should contain all input features that are needed to decode the latent
target. By reconstructing this latent target representation we aim to reduce
predictive feature suppression by the caption encoder, which should result in
representations that generalize better to the evaluation task. See Figure 5.2 in
Section 5.3 for a high-level overview of our LTD method. LTD only requires
an additional target representation for each caption and a simple feed-forward
decoder network, and can be combined with any ICR method that uses a sep-
arate caption and image encoder to compute a global representation of the
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input data. LTD does not depend on (i) additional training data, (ii) extra
manual data annotation or (hard) negative mining, or (iii) significantly more
computational resources. In this chapter, we focus on resource-constrained ICR
methods that are trained from scratch on the Flickr30k or MS-COCO dataset
on a single GPU.

If we were to add LTD to the learning algorithm, the overall training ob-
jective would become a multi-task loss: a contrastive and reconstruction loss.
However, multi-task losses are difficult to optimize (Malkiel and Wolf, 2021).
The reconstruction loss should serve as an extra regularizer rather than the
main learning objective. We also do not want the caption encoder to mainly
focus on the reconstruction objective, since that can harm the contrastive util-
ity of the representations. Therefore, we implement LTD as an optimization
constraint. In this manner, we can target a specific value for that loss func-
tion. The main training objective is to minimize the contrastive loss, given the
constraint that the reconstruction loss is below a certain bound value. Similar
to (Rezende and Viola, 2018; Rozendaal et al., 2020), we implement the recon-
struction loss constraint using a Lagrange multiplier (Platt and Barr, 1987); the
two losses are scaled automatically such that the reconstruction bound is met
while minimizing the contrastive loss.

Our main findings. In this chapter, we contribute the following:
(i) The proposed constraint-based LTD reduces predictive feature suppres-

sion and improves the generalizability of learned representations, as it
outperforms ICR baselines that are only optimized by using a contrastive
loss. We measure the reduction of predictive feature suppression by us-
ing the standard evaluation metrics for the ICR task.

(ii) Implementing LTD as a dual loss, as opposed to an optimization con-
straint, does not reduce predictive feature suppression. Our analyses sug-
gest that optimizing the reconstruction loss only until a specific bound
value is met, results in better evaluation performance than minimizing
the reconstruction loss as a dual loss.

(iii) LTD can be used in combination with different contrastive losses, for
example, InfoNCE (van den Oord et al., 2018) and the triplet loss (Faghri
et al., 2018), and it can be combined with a wide variety of ICR methods
that can be optimized in a resource-constrained setup, such as VSRN (Li
et al., 2019a) and TERN (Messina et al., 2020b).
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Below, we first cover related work, then introduce the proposed LTD method,
before presenting our experimental setup, discussing the outcomes of our ex-
periments, and concluding.

5.2 related work

5.2.1 Image-caption retrieval

Neural architectures for ICR. We focus on ICR methods that compute a global
representation for both the image and caption. In general, an ICR method con-
sists of two encoders: one to encode the image and one to encode the caption
into a latent representation (Faghri et al., 2018; Li et al., 2019a; Chun et al.,
2021; Jia et al., 2021). Most work on ICR focuses on new network architectures
to learn multi-modal feature representations. State-of-the-art results have been
obtained using graph neural networks (Li et al., 2019a; Liu et al., 2020; Wang
et al., 2020; Diao et al., 2021) to represent visual relations in scenes as a graph,
or attention mechanisms to align words in the caption with specific regions in
the input image (Lee et al., 2018; Chen et al., 2019a; Wang et al., 2019; Chen
et al., 2020a; Yu et al., 2021b; Zhang et al., 2022). Li et al. (2019a) combine
a caption encoder-decoder with the image encoder to add extra training sig-
nals to the learning algorithm. These methods are only trained and evaluated
on the Flickr30k and MS-COCO datasets. Recently, there has been a shift to
transformer-based (Vaswani et al., 2017) network architectures for both the im-
age and caption encoder. Messina et al. (2020a) and Messina et al. (2020b)
introduce a transformer-based network architecture solely trained for the ICR
task. Since then, several transformer-based methods have been introduced (Lu
et al., 2019; Chen et al., 2020d; Li et al., 2020c; Jia et al., 2021; Li et al., 2021; Li
et al., 2022a); some combine the image and caption encoder into one unified
architecture. These methods are all (pre-)trained on a large amount of addi-
tional training data and most are not trained for the ICR task specifically, but
as general-purpose vision-text models.

Hard negative mining. Few publications have looked into the improvement
of contrastive optimization for ICR methods. Faghri et al. (2018) introduce a
new formulation of the triplet loss that only considers the hardest negative
candidate in the training batch instead of all negative candidates, which sig-
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nificantly improved the evaluation scores on the ICR benchmarks. Since then,
many ICR methods (Lee et al., 2018; Li et al., 2019a; Chen et al., 2020a; Liu
et al., 2020; Messina et al., 2020a; Messina et al., 2020b; Wang et al., 2020; Diao
et al., 2021; Yu et al., 2021b) have used this loss function for optimization. Chen
et al. (2020b) introduce an offline hard negative mining approach for ICR in or-
der to overcome the limitations of in-batch negative mining. Instead of mining
an in-batch hard negative, they mine additional negative candidates, for each
query, over the entire training set to learn from so-called harder-to-distinguish
negatives.

One-to-many problem. Chun et al. (2021) focus on the one-to-many problem
in ICR. An image can be described by many captions. However, most meth-
ods in ICR learn one representation for the image, which should match with a
number of different captions. They propose a probabilistic ICR method, where
images and captions are represented as probability distributions in a shared
latent space instead of a point representation. Although their method does
not focus on contrastive optimization, it addresses predictive feature suppres-
sion by learning a distribution over features instead of a point prediction of
features. Chun et al. (2021) also propose the plausible match metric, a heuris-
tic for identifying missing positive examples by finding images that contain
similar objects (i.e., plausible matches) and considering these in the evaluation.

Biten et al. (2022) propose semantic adaptive margin (SAM). Instead of using
the binary relevance annotation between images and captions (of the Flickr30k
and MS-COCO datasets) for the triplet loss computation, the authors propose
an adaptive margin to model the many-to-many relation between images and
caption. The standard triplet loss uses a fixed margin parameter α. SAM
dynamically assigns a unique distance value to the triplets in the training batch,
based on the semantic similarity between an image and caption. In contrast, in
this chapter, we do not change the formulation of the contrastive loss. We add
an extra optimization objective to the learning algorithm to prevent predictive
feature suppression.

Upshot

Unlike most previous work, we do not focus on the network architecture to
improve the ICR performance. Similar to (Chun et al., 2021), we focus on small-
scale learning set-ups to train an ICR method from scratch to show the strength
of our method in a resource-constrained setting. Our proposed approach in-
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corporates autoencoding into the learning algorithm in order to reconstruct the
input caption to reduce predictive feature suppression.

5.2.2 Contrastive representation learning

Contrastive learning losses are used to learn discriminative representations of
the input data that can be used to contrast positive and negative pairs of in-
formation in a latent space. These loss functions have made a big impact in
representation learning, whether self-supervised (van den Oord et al., 2018;
Chen et al., 2020c) or supervised (Karpukhin et al., 2020; Radford et al., 2021).
Although ICR is a supervised contrastive learning task, some of the theoret-
ical findings about self-supervised contrastive learning apply to supervised
settings as well.

Self-supervised contrastive learning. A common approach to learn general-
purpose representations in a self-supervised manner, is to create two (match-
ing) views of the same (or similar) data point(s) by applying different aug-
mentations (Chen et al., 2020c) or by splitting the data into parts (van den
Oord et al., 2018) (i.e., predicting the future). The two positive views are con-
trasted with other negative samples in the training batch. The goal is to learn
encoders that are invariant under these augmentations and that can discrimi-
nate between positive and negative pairs. How well self-supervised represen-
tations generalize to different settings, after training, is often assessed using a
down-stream evaluation task, such as object classification (Chen et al., 2020c)
or speaker identification (van den Oord et al., 2018).

Some work examines data augmentation to learn strong feature representa-
tions. Good augmentations retain task-relevant information while removing
task-irrelevant nuisances (Tian et al., 2020b). The main purpose of removing
task-irrelevant nuisances is to prevent encoders from using this information as
predictive features during training. Xiao et al. (2021) show that the features
needed to learn good representations depend on the down-stream task. ICR
does not depend on augmentations to generate positive and negative pairs.
These pairs are given by the annotations of the benchmark datasets (Lin et al.,
2014; Young et al., 2014). The difficulty of the discrimination task (and hence
the learned features) mainly depends on which candidates are present in the
training batch.



92 reducing predictive feature suppression

The generalizability of contrastive learning methods is also influenced by
the number of (hard) negatives present in a training batch. In general, the
larger the number of in-batch negatives, the higher the down-stream evalua-
tion performance (Chen et al., 2020c). Some work has focused on methods to
increase the number of negatives during training (He et al., 2020) or on apply-
ing hard-negative mining strategies to increase the number of hard negatives
in the batch (Lindgren et al., 2021; Xiong et al., 2021). Since we are focusing
on a resource-constrained setup in this chapter, scaling up the batch size to in-
crease the number of (hard) negatives is not a feasible solution. Moreover, the
MS-COCO dataset contains many visually similar images (Parekh et al., 2020).
Mining visually similar images as (hard) negatives will result in a suboptimal
supervision signal, which makes hard-negative mining also not a feasible ap-
proach to reduce shortcut feature suppression.

Shortcut feature representations. Robinson et al. (2021) show that the con-
trastive InfoNCE loss (van den Oord et al., 2018) does not guarantee avoidance
of shortcut feature representations. Shortcut feature representations are solu-
tions that suppress predictive input features, i.e., a shortcut to discriminate
between matching/non-matching candidates. The features learned by the In-
foNCE loss depend on the difficulty of instance discrimination during training.
If the instance discrimination task is easy to solve during training, the model
will learn shortcut features. Especially in a resource-constrained ICR training
setup, the contrastive objective is easy to solve, since there is only a limited
number of (hard) negative samples in the training batch, which will result in
shortcuts/predictive feature suppression.

Feature suppression among competing features. Chen et al. (2021a) introduce
the notion of feature suppression among competing features. (Chen et al., 2020c)
show that, for example, the SimCLR method (Chen et al., 2020c) when trained
without the crop or color augmentation (which randomly crops or shifts the
color distribution of an image), shows a significant drop in performance on the
down-stream evaluation task. Apparently, the (color) pixel distribution of the
image is a sufficient predictive feature to match two views of the same image
during training. However, these features do not generalize well to a down-
stream evaluation task, such as object classification. The desired predictive
features of the input image (i.e., the object class and its properties) are sup-
pressed by competing features (i.e., the color distribution of the image). Chen
et al. (2021a) refer to this phenomenon as feature suppression among competing
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features. Feature suppression among competing features is closely related to
work by Hermann and Lampinen (2020), who show that in the presence of
multiple redundantly predictive features, deep neural models prefer one of
the features over the other, while the other feature is suppressed. Chen et al.
(2021a) add artificially generated features (i.e., MNIST digits) as an extra over-
lay to images. They show that the “easy” predictive features (the MNIST digits)
are preferred by a deep neural encoder model over the real predictive features
(i.e., the object class) when optimizing with a contrastive learning loss. Chen
et al. (2021a) conclude that contrastive losses rely on easy-to-detect features
that solve the contrastive objective, while suppressing the remaining (partly
irrelevant) information.

Predictive feature suppression is a prominent problem in resource-
constrained contrastive ICR. Captions often describe multiple aspects of a
scene. However, in a resource-constrained contrastive setup, only one (or a
few) of the aspects that are described in the caption is likely to be sufficient to
match with the positive candidate (i.e., the image) during training due to the
limited number of negative candidates in the training batch. To mitigate this
problem of predictive feature suppression for resource-constrained contrastive
ICR, we need an extra optimization objective that is independent of the nega-
tive samples in the training batch.

Autoencoding. An approach to reduce predictive feature suppression is au-
toencoding (Hinton and Salakhutdinov, 2006). Autoencoding can be combined
with a contrastive learning loss and reduces predictive feature suppression
without depending on sampling (hard) negative candidates. To learn high-
quality text sequence embeddings for the dense passage retrieval task, Lu et al.
(2021a) add a weak decoder on top of a document encoder to reconstruct the
original document. To make image encoders more robust against shortcut fea-
tures, Li et al. (2020b) add a decoder on top of the image encoder to decode
the input image.

Upshot

To reduce predictive feature suppression in a resource-constrained ICR task,
we introduce latent target decoding (LTD). LTD reduces predictive feature sup-
pression, without focusing on the difficulty of the contrastive discrimination
task. LTD requires neither a large number of negative samples nor hard neg-
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ative mining strategies. Unlike other methods that reconstruct the input data,
we reconstruct the input information of the caption in a latent space instead of
the input space.

5.3 method

In Table 5.A.1 in Appendix 5.A, we provide an overview of the symbols and
variables used throughout this chapter. We start with preliminaries and then
discuss the InfoNCE contrastive loss and why autoencoding captions in the
input space is not a solution to reduce predictive feature suppression. Finally,
we introduce latent target decoding (LTD) to reduce predictive feature sup-
pression for recourse-constrained ICR. In Figure 5.2 we provide an overview
of LTD.

Target
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Figure 5.2: Overview of latent target decoding (LTD). The baseline (left) consists of a

general image-caption retrieval framework with an image and caption encoder. The

encoders are trained by using the contrastive InfoNCE loss. To reduce predictive

feature suppression we add latent target decoding to the baseline ICR method (right).

This extra decoder decodes the information of the input caption in a latent space of a

general-purpose sentence encoder. The decoder is not used during inference, which

we indicate by the dashed line around the model hω(·).

5.3.1 Preliminaries and notation

Notation

We follow the notation introduced in previous work (Brown et al., 2020a;
Chen et al., 2020c). For the ICR task we use a multi-modal dataset D =
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{(xi
I , xi

C1, . . . , xi
Ck), . . . }N

i=1. This dataset consists of N image-caption tuples.
Each tuple contains one image xi

I and k captions xi
C j, where 1 ≤ j ≤ k, that

describe the scene depicted in the image. At each training iteration, we ran-
domly sample a batch B of image-caption pairs from D. Per image, one of the
k captions is sampled per training iteration; together, this image and caption
form a positive (or matching) image-caption pair. Each caption is used once
during a training epoch.

The image and caption encoder are trained for two tasks: image-to-text (i2t)
and text-to-image (t2i) retrieval. Thus, each image and caption in B is used as
a query q. We denote the matching candidate in the other modality as v+.
All other candidates in B, in the other modality, are considered as negative
candidates v−. The set of all negative candidates for query q in batch B is S−

q ,
where v− ∈ S−

q .

Contrastive baseline model

The baseline (BL) ICR framework in this chapter consists of two encoders. The
image encoder fθ(·) takes an image xi

I as input and encodes this image into a
latent representation zi

I := fθ(xi
I). The caption encoder gϕ(·) takes a caption

as input and encodes this caption into a latent representation zi
C j := gϕ(xi

C j).
The vectors zi

C j and zi
I have the same dimensionality and are normalized on

the unit sphere. The encoders are only optimized by minimizing a contrastive
learning loss Lcon. Our goal is not to obtain the highest possible evaluation
performance, but to show the strength of LTD on resource-constrained training
setups.

5.3.2 Contrastive loss

To train the image and caption encoder, we use the InfoNCE contrastive loss
(van den Oord et al., 2018; Chen et al., 2020c). The InfoNCE loss is a popular
loss function for self-supervised representation learning (Chen et al., 2020c; He
et al., 2020) and multi-modal representation learning (Jia et al., 2021; Radford
et al., 2021; Yuan et al., 2021). To keep the notation simple and intuitive, we



96 reducing predictive feature suppression

use q and v for the latent representations computed by the caption and image
encoder and not zC j and zI . The InfoNCE loss is defined as follows:

Lcon =
1
|B| ∑

(q,v+)∈B
− log

exp(qTv+/τ)

exp(qTv+/τ) + ∑v−∈S−
q

exp(qTv−/τ)
. (5.1)

Lcon in Eq. 5.1 is minimized when, given a query q, the cosine similarity score
with the positive candidate v+ is high (i.e., ≈ 1), while the similarity scores
with the negative candidates v− ∈ S−

q in the batch are as low as possible; τ

serves as a temperature parameter. The main objective of a contrastive learning
loss for the ICR task is to learn data representations that can be used to dis-
criminate between similar and dissimilar image-caption pairs. However, there
is no constraint that enforces the encoders to learn representations that contain
all available input information to make this discrimination, which is what we
add.

Gradient w.r.t. the input representations

To show some important properties of the InfoNCE loss, we provide the deriva-
tive of −Lcon w.r.t. the input in Eq. 5.2 (Chen et al., 2020c):

Z(q, v) =
exp(qTv/τ)

exp(qTv+/τ) + ∑v−∈S−
q

exp(qTv−/τ)
(5.2a)

∂Lcon

∂q
τ = (1 − Z(q, v+))v+ − ∑

v−∈S−
q

Z(q, v−)v− (5.2b)

∂Lcon

∂v+
τ = (1 − Z(q, v+))q (5.2c)

∂Lcon

∂v− τ = −Z(q, v−)q. (5.2d)

Z(q, v) returns the similarity score of candidate v w.r.t. the query q, normal-
ized by the sum of similarity scores of all candidates in the batch B. The full
derivations of the derivative −Lcon are provided in Appendix 5.B. Based on Eq.
5.2, we infer the following properties:

(i) The update w.r.t. the query q (Eq. 5.2b), is a weighted sum over the posi-
tive candidate v+ and all negatives v− ∈ S−

q . The query representation q
will be pulled closer to v+, while being pushed away from all v− ∈ S−

q .
The weight value of each candidate, Z(q, v) (Eq. 5.2a), depends on the
similarity score with the query.
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(ii) v+ (Eq. 5.2c) will be pulled closer to the query representation (and the
other way around).

(iii) All negatives v− (Eq. 5.2d) will be pushed away from the query represen-
tation (and the other way around).

Without contrasting with negative candidates, the encoders will learn a trivial
solution where latent representations collapse to a single point in the latent
space (Jing et al., 2021). This means that the learned representation mainly
depends on contrasting with negative candidates during training. If the rep-
resentations v only contain a subset of the predictive input features (which
still minimize the contrastive training objective), the query representation q
(in the other modality) will be updated to match/mismatch these representa-
tions. The contrastive InfoNCE objective itself does not guarantee that all the
predictive features in the input data are learned (Robinson et al., 2021) and
mainly relies on easy-to-detect features to contrast between positive and nega-
tive pairs (Chen et al., 2021a).

Importantly, the query and candidate representations are in different modal-
ities and therefore generated by different encoders. Hence, the update of the
query and candidate representations is based on fixed representations in the
other modality (e.g., the caption encoder can only try to match/not match
with the representations of the image encoder and vice versa). By adding a
constraint on the representations of one of the two modalities, the other modal-
ity encoder will follow automatically. Therefore, in order to prevent predictive
feature suppression for the caption modality in a resource-constrained ICR set-
ting, we add a constraint to the learning algorithm that forces the caption rep-
resentation to be projected into the latent space of a general-purpose sentence
encoder.

5.3.3 Autoencoding reconstruction objective

Autoencoding (Hinton and Salakhutdinov, 2006) is a natural choice for learning
latent data representations that contain most of the important input features
without relying on hard negative samples. To reconstruct the input caption
from the encoded latent representation zi

C j, we introduce a decoder network
hω(·):

x̃i
C j := hω(zi

C j). (5.3)
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The decoder network hω(·) takes the latent caption representation as input
and outputs a reconstruction of the input caption x̃i

C j. To decode the input
sequence from the latent representation, this latent representation should be a
dense representation of the entire input sequence. The reconstruction loss, Lrec,
of a sequence of tokens, xi, . . . , xn of length n, is the negative log-likelihood of
the input data:

Lrec = −
n

∑
t=1

log p(xt|xt−1:1, zi
C j). (5.4)

Based on Eq. 5.4 it is clear that each predicted token xt in the sequence is
conditioned on: (i) the latent caption representation zi

C j, and (ii) the already
predicted sequence xt−1:1.

As discussed in Section 5.1, a strong decoder will mainly rely on the learned
language model and language patterns to decode the input sequence (Lu et
al., 2021a). This implies that the input sequence can be decoded correctly
while mainly ignoring zi

C j, especially when t is large. Therefore, decoding the
caption sequence in the input space is not guaranteed to reduce predictive
feature suppression.

5.3.4 Latent target decoding

In Section 5.3.2 we argued why the contrastive InfoNCE loss is prone to pre-
dictive feature suppression, and in Section 5.3.3 we discussed why decoding
a caption in the input space will not prevent predictive feature suppression.
In this section, we introduce latent target decoding (LTD). LTD decodes the se-
mantics of the input caption in the latent space of a general-purpose sentence
encoder to reduce predictive feature suppression, which can be used in com-
bination with a contrastive loss. LTD addresses the issues of decoding the
caption in the input space. See Figure 5.2, at the beginning of Section 5.3, for a
high-level overview of LTD for ICR.

For each caption xi
C j in the training dataset we generate yi

C j, a latent target
representation. The vector yi

C j is a dense vector representation. We assume that
this vector contains all the (semantic) information of the caption, captured by a
general-purpose language encoder. We use our decoding network hω to decode
yi
C j instead of the input caption. By reconstructing a vector representation of

the caption instead of the original input sequence, the reconstruction is not
conditioned on the already predicted sequence of tokens. The latent target
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decoder assumes conditional independence of each feature in the latent target.
Therefore, the decoder cannot rely on conditional (language model) patterns
in the data to reconstruct the input semantics. This implies that we force the
decoder to rely completely on zi

C j to decode the latent target representation.
LTD reduces predictive feature suppression by reconstructing the latent target
from the caption embedding. To combine LTD with a contrastive loss, it is
necessary to compute the similarity score between a global representation of
the entire caption and the image embedding. ICR methods that compute the
similarity score by using fragments of the caption and regions in the image
cannot be combined with LTD as introduced in this chapter. If there is no
global representation of the caption, it is not possible to enforce that all the
semantic information from the target encoder will be distilled into the caption
representation that is used for computing the similarity score.

Target decoding network

To decode yi
C j we use a three layer feed-forward decoder network:

hω(zi
C j) = W (3)σ

(
W (2)σ

(
W (1) zi

C j

))
, (5.5)

where σ is the ReLU non-linearity; hω takes the latent caption representation
zi
C j as input and maps it to a reconstruction of the latent target representation

ỹi
C j.

Loss function

To train hω, we use the cosine distance between ỹi
C j and yi

C j as reconstruction
loss Lrec:

Lrec = 1 −
ỹi
C j∥∥∥ỹi
C j

∥∥∥ ·
yi
C j∥∥∥yi
C j

∥∥∥ . (5.6)

Minimizing the cosine distance is equivalent to minimizing the mean squared
error of two vectors normalized on the unit sphere (Grill et al., 2020; Chen and
He, 2021). By introducing an extra loss criterion, the overall training objective
becomes a dual optimization problem. The dual loss Ldual is defined as follows:

Ldual = Lcon + βLrec, (5.7)

where β serves as a balancing parameter to scale the two losses.
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Constraint-based optimization

By adding LTD to the learning framework, we introduce an extra loss compo-
nent Lrec. To effectively minimize Ldual, we have to find the right value for
the balancing parameter β in Eq. 5.7. This may require a considerable amount
of manual tuning, and often one specific value for β does not generalize to
different training settings. Besides that, Lrec is not the main training objective
for the ICR tasks. The main reason we add Lrec to the learning algorithm is
to reduce predictive feature suppression caused by solely optimizing the con-
trastive loss. We, therefore, argue that implementing LTD as an optimization
constraint (Rezende and Viola, 2018; Rozendaal et al., 2020), as opposed to an
optimization objective, might be more effective. Our goal, then, is to minimize
the contrastive loss Lcon given the constraint that the reconstruction loss is
lower than or equal to a certain bound value η:

min
θ,ψ,ω

Lcon subject to Lrec ≤ η. (5.8)

We can implement this optimization constraint in combination with gradient
descent by using the method of Lagrange multipliers:

max
λ

min
θ,ψ,ω

Llag = Lcon + λ

(Lrec

η
− 1
)

. (5.9)

The optimization objective is to minimize Llag w.r.t. the model parameters
θ, ψ, ω, while maximizing Lrec w.r.t. to the multiplier λ. The multiplier λ is
tuned automatically by using stochastic gradient ascent with momentum. By
optimizing λ with stochastic gradient ascent, the two losses will be balanced
automatically during training such that the reconstruction constraint is met,
while the contrastive loss is minimized by gradient descent.

Choice of latent target representation

To generate the latent target yC j, we use a Sentence-BERT transformer
model (Reimers and Gurevych, 2019; Song et al., 2020).2 Sentence-BERT is
a general-purpose sentence encoder that is trained on a large amount of data
to capture the semantic input information. Thus, we expect these embeddings
to be more general than those we learn for the resource-constrained contrastive
ICR task, which makes them a suitable choice for the latent target representa-
tions yC j.

2 https://huggingface.co/sentence-transformers/all-mpnet-base-v2

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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5.3.5 LTD vs. teacher-student framework

LTD is somewhat similar to a teacher-student framework used with knowl-
edge distillation (Hinton et al., 2015). Indeed, the target generator can be seen
as a teacher network and the caption encoder in combination with the target
decoder as a student network. However, in contrast with knowledge distil-
lation, the goal of LTD is not to closely mimic a teacher network. Instead,
the goal is to learn caption representations that can be used for multi-modal
contrastive-based retrieval while extracting as much of the textual semantic
input information of the caption as possible.

5.4 experimental setup

We design experiments aimed at showing: (i) a reduction of predictive feature
suppression by using LTD, with a focus on the ICR task; (ii) the advantages
of LTD over reconstructing the caption in the input space; (iii) the benefit of
constraint-based optimization of LTD over dual loss optimization; and (iv) the
generalizability of LTD to different contrastive losses and resource-constrained
ICR methods that use different encoder network architectures. To facilitate
reproducibility and further research of this chapter, we include the code with
this chapter.3

5.4.1 Datasets

For training and evaluating our ICR methods, we use the two common ICR
benchmark datasets: Flickr30k (Young et al., 2014) and MS-COCO (Lin et al.,
2014). The Flickr30k dataset contains 31,000 image-caption tuples. We use
the train, validate and test split from (Karpathy and Li, 2015), with 29,000

images for training, 1,000 for validation, and 1,000 for testing. MS-COCO con-
sists of 123,287 image-caption tuples. We use the train, validate and test split
from (Karpathy and Li, 2015); we do not use the 1k test setup. Both Flickr30k
and MS-COCO come with k = 5 captions per image.

We also use the crisscrossed captions (CxC) dataset, which extends the
MS-COCO validation and test set with additional annotations of similar cap-

3 https://github.com/MauritsBleeker/reducing-predictive-feature-suppression/

https://github.com/MauritsBleeker/reducing-predictive-feature-suppression/
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tions and images (Parekh et al., 2020), so as to evaluate whether LTD improves
the evaluation scores by retrieving semantically similar candidates.

5.4.2 Implementation details

Unless otherwise specified, we use the following architectures for the target
decoder, image encoder, and caption encoder. We use similar network architec-
tures for the image and caption encoder as the ones used in (Chun et al., 2021),
which are simple network architectures that can be trained using a limited
amount of training data.

Image encoder. For the image encoder, we use a pre-trained ResNet-50 (He
et al., 2016) network. We apply average pooling on the last convolutional layer
followed by a projection head to map the image feature vector into a shared
multi-modal latent space; the projection head has two feed-forward layers and
a ReLU non-linearity.

Caption encoder. For the caption encoder, we use a bi-directional, single-layer,
GRU network (Cho et al., 2014a). We use pre-trained GloVe embeddings (Pen-
nington et al., 2014) as word embeddings. We use a similar projection head as
for the image encoder (which does not share parameters) to map the caption
embedding into the shared latent space.

Target decoding network. For the target decoding network, we use a three-
layer feed-forward network as in Eq. 5.5. To generate the latent target represen-
tations, we use the HuggingFace all-MiniLM-L6-v2 Sentence-BERT implemen-
tation. The target decoding network is trained together with the image and
caption encoder. The target decoding network is not used during evaluation.

Input decoding network. We compare latent target decoding with input target
decoding (ITD), which reconstructs the input caption in the input space (i.e.,
the input tokens). For ITD, we use a single-layer GRU (Cho et al., 2014a) de-
coder that reconstructs the input tokens in the caption (as explained in Section
5.3.3). We train the word embeddings for ITD from scratch. ITD is optimized
with the negative log-likelihood loss (Eq. 5.4).

Training. Similar to (Chun et al., 2021), we use 30 warm-up and 30 fine-tune
epochs, a batch size of 128, and a cosine annealing learning rate schedule with
an initial learning rate of 2e−4. The Lagrange multiplier is initialized with a
value of 1, bounded between 0 and 100, and is optimized by stochastic gradient
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ascent with a fixed learning rate of 5e−3 and a momentum (to prevent λ from
fluctuating too much) and dampening value of α = 0.9. When we use Ldual,
we set β to 1. For the InfoNCE loss, we use a temperature value τ of 0.05.
Evaluation scores of ICR methods tend to differ depending on the random
seed used during training (Rao et al., 2022); to improve robustness, we apply
stochastic weight averaging (SWA) (Izmailov et al., 2018); we take the average
of 5 checkpoints, stored during the last 10% of the training iterations each
epoch. For the reconstruction constraint bound η, we consider several values
for all experiments, η ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.3}. When we apply ITD we
use η ∈ {0.5, 1, 2, 3, 4, 5, 6}. All results are based on the best performing value
of η.

Generalizability to different network architectures. LTD is a general method
that can be combined with any global representation contrastive ICR method.
To show that LTD works in combination with different network architectures,
we apply LTD with multiple ICR methods that can be trained in a resource-
constrained setup. To cover a wide spectrum of network architectures, we
choose two methods that use different network architectures for the image and
caption encoder.

VSRN. The visual semantic reasoning network (VSRN) (Li et al., 2019a) con-
sists of an image and caption encoder that both compute a global representa-
tion of each input modality. The caption encoder consists of a single directed
GRU, similar to the caption encoder used in (Faghri et al., 2018). The image
encoder takes a set of pre-computed regions of interest as input generated by a
ResNet-101 (He et al., 2016) backbone, pre-trained on visual genome (Krishna
et al., 2016). This set of pre-computed visual features is considered a fully
connected graph of regions in the input image. To perform reasoning on the
graph of visual features, a multi-layer graph convolutional networks (Kipf and
Welling, 2017) is used. Finally, to obtain one global representation of the entire
image, a GRU is used to aggregate the regions of interest into one single rep-
resentation. We use the same learning rate schedule and number of training
epochs as in (Li et al., 2019a) and we use the model implementation as pro-
vided by the authors.4 However, we modify the original VSRN model on two
points:

(i) We use the same caption encoder as described in Section 5.4.2 instead
of the single directed GRU used for the original VSRN model and use a

4 https://github.com/KunpengLi1994/VSRN

https://github.com/KunpengLi1994/VSRN
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hidden dimensional of 1024 instead of 2048 for the caption and image
representations. The goal of this chapter is not to show which specific
network architectures perform best for the ICR task, but to show the
generalizability of LTD in combination with different encoder networks.

(ii) The original VSRN model also comes with an additional caption decoder
that decodes the input caption from the visual features. In this chap-
ter, we investigate the reduction of predictive feature suppression for the
general ICR framework, consisting of two encoders optimized by using
a contrastive loss. If we would add LTD to the original VSRN method,
we would have two reconstruction objectives and a contrastive loss. The
main reason we use VSRN is for the use of graph convolution networks
in the image encoder to show the generalizability of LTD in combina-
tion with different encoder networks. Therefore, we remove this caption
decoder from the learning algorithm.

TERN. The transformer reasoning network (TERN) (Messina et al., 2020b)
is a transformer-based ICR method that is solely trained and evaluated on
the MS-COCO dataset. TERN consists of a pre-trained BERT (Devlin et al.,
2019) caption encoder. The image encoder takes a set of pre-computed regions
of interest as input (similar to VSRN) and consists of a stack of four trans-
former layers. The pre-computed features are only available for the MS-COCO
dataset. Next, both the image and caption features are pushed through a stack
of shared transformer layers. Although the weights of the last part of the cap-
tion and image encoder are shared, there is no (cross) attention between the
two modalities; the representations of the images and captions are still com-
puted independently. The image and caption CLS token is used as a global
representation of both the image and the caption. We use the same learning
rate schedule, dropout rate, number of training epochs, and data augmenta-
tions as in (Messina et al., 2020b) and use the model implementation as pro-
vided by the authors.5

In this chapter, we use ICR methods that are trained from scratch on the
Flickr30k and MS-COCO dataset and that are trainable on a single GPU. That
does not imply that some of the weights of our encoders are not initialized
with pre-trained parameters. However, we only use pre-trained weights that
are trained on a uni-modal task(s), and not for image-text matching specifically.

5 https://github.com/mesnico/TERN

https://github.com/mesnico/TERN
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5.4.3 Evaluation metrics

To measure the reduction of predictive feature suppression, we evaluate how
well the learned encoders generalize to the ICR evaluation task. The more
predictive features the encoders learn to capture, the better these encoders are
able to retrieve the correct candidate given a query. The standard evaluation
metric for ICR is the recall@k metric, with k = {1, 5, 10}. During training, we
evaluate the model after each training epoch on the validation set. Similar to
(Faghri et al., 2018; Lee et al., 2018; Li et al., 2019a; Chen et al., 2020a; Chun
et al., 2021), we select the model with the highest score on the validation set
(using the sum of all recall@k scores as a metric) for evaluation on the test set.

Recall@k. For ICR, recall@k is implemented as the fraction of how many times
a matching candidate is present in the top-k ranking (Karpathy and Li, 2015;
Parekh et al., 2020). For the t2i task, there is only one matching image per
query caption. For the i2t task, there are 5 matching captions per image. Only
the highest-ranked caption per query is used for calculating the recall scores.
When using the CxC annotations, for both i2t and t2i, we take the highest-
ranked candidate.

R-precision. When extending the MS-COCO dataset with the CxC annota-
tions, we have one or more matching candidates per query for both i2t and t2i.
Like Chun et al. (2021), we also use r-precision (R-P) for evaluation; it measures
the precision for a top-r ranking, where r is the number of matching candidates
given a query.

nDCG. The standard evaluation metric for the ICR task, recall@k, mainly mea-
sures if the positive candidate is present in the top k of the ranking. However,
this does not provide much insight into the overall quality of the ranking. To
address the limitations of only using recall@k, (Messina et al., 2020b) start us-
ing nDCG as an additional evaluation metric for t2i retrieval. However, for
t2i retrieval, there is only one positive image per query caption. To generate
more positive images per caption query, images that have captions with a high
overlap with the query caption, are also considered positive. As similarity mea-
surements between the captions, ROUGE-L (Lin, 2004) and SPICE (Anderson
et al., 2016) values are used. There are multiple re-annotations of MS-COCO
available that provide multiple matching images per caption query; see, for
example, (Parekh et al., 2020). However, these re-annotations are not used by
Messina et al. (2020b) to compute the nDCG scores. To keep the evaluation con-
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sistent, we use the same relevance labels as used in (Messina et al., 2020b). The
nDCG relevance labels are only available for MS-COCO and not for Flickr30k.

5.5 results

In Section 5.5.1, we compare a contrastive ICR baseline with the same baseline
combined with LTD. Next, in Section 5.5.2 we ask if similar results can be
achieved with ITD as with LTD. In Section 5.5.3, we investigate the role of
the optimization constraint and compare constraint-based LTD with LTD opti-
mized as a dual loss. Finally, in Section 5.5.4, we ask whether LTD can be used
in combination with a different contrastive loss function, and in Section 5.5.5
we show that LTD can be combined with a wide variety of resource-constrained
ICR methods.

5.5.1 Contrastive ICR baseline vs. baseline + LTD

In Table 5.1 we compare the contrastive ICR baseline, which is optimized by us-
ing the contrastive loss Lcon defined in Eq. 5.1, with the baseline combined with
LTD. Based on Table 5.1, row 1.1, 1.4, 2.1.1, 2.4.1, and 2.4.2, 2.4.2, we observe
that LTD optimized as a dual loss (Ldual) with β = 1 does not convincingly
(or only with a small margin) outperform the baseline ICR method, which is
optimized solely in a contrastive manner, in terms of recall@k, nDCCG, and
r-precision for both datasets and both i2t and t2i.

In contrast, when we implement LTD as an optimization constraint, by using
Llag, row 1.5, 2.1.5, and 2.2.5, we observe that LTD consistently outperforms the
baseline ICR methods on both Flickr30k and MS-COCO for both tasks (i2t and
t2i) with a large margin. An increase in recall also comes with an increase in
the r-precision scores and nDCG scores. Hence, features learned by constraint-
based LTD perform better on the evaluation task, which is an indication of the
reduction of predictive feature suppression.
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Table 5.1: Recall@k, nDCG, and r-precision (R-P) evaluation scores for the Flickr30k

and MS-COCO datasets (including the CxC annotations). We evaluate three loss func-

tions Lcon , Ldual and Llag. We use three methods, the contrastive ICR baseline (BL),

BL + input target decoding (ITD), and BL + latent target decoding (LTD). Boldface

indicates the highest value for each evaluation metric per dataset. ‘-’ indicates that it

is not possible to compute the evaluation score for that dataset/experiment since the

annotations are not available.

i2t t2i

Method Loss
R@k R@k nDCG

# 1 5 10 R-P 1 5 10 R-P ROUGE-L SPICE

Flickr30k

1.1 BL Lcon 47.4 75.9 84.8 0.34 33.9 65.2 76.6 - - -

1.2 BL + ITD Ldual, β=1 45.7 74.0 84.4 0.33 33.7 65.1 75.8 - - -
1.3 BL + ITD Llag, η=6 36.6 66.8 76.5 0.28 27.8 59.1 71.0 - - -

1.4 BL + LTD Ldual, β=1 46.1 75.3 84.1 0.34 34.0 65.9 77.4 - - -
1.5 BL + LTD Llag, η=0.2 49.6 78.7 86.4 0.37 36.7 68.4 79.3 - - -

MS-COCO

2.1.1 BL Lcon 33.7 64.4 76.6 0.24 24.2 53.5 67.0 - 0.6487 0.5729

2.2.1 BL + ITD Ldual, β=1 32.7 64.4 76.3 0.24 24.2 53.8 67.6 - 0.6496 0.5733

2.3.1 BL + ITD Llag, η=4 28.4 59.2 72.2 0.22 22.0 50.4 64.5 - 0.6424 0.5638

2.4.1 BL + LTD Ldual, β=1 34.2 64.7 76.6 0.25 25.0 54.3 67.9 - 0.6510 0.5756

2.5.1 BL + LTD Llag, η=0.15 36.0 66.5 78.1 0.26 26.2 56.2 69.4 - 0.6531 0.5786

CxC

2.1.2 BL Lcon 36.1 68.1 80.2 0.22 26.7 57.6 71.0 0.23 - -

2.2.2 BL + ITD Ldual, β=1 35.0 68.0 79.7 0.22 26.6 58.0 71.6 0.23 - -
2.3.2 BL + ITD Llag, η=4 31.0 62.9 75.8 0.20 24.6 54.8 68.9 0.21 - -

2.4.2 BL + LTD Ldual, β=1 36.6 68.1 79.9 0.23 27.6 58.8, 72.0 0.24 - -
2.5.2 BL + LTD Llag, η=0.15 38.4 70.4 81.5 0.24 28.9 60.4 73.3 0.25 - -

5.5.2 Latent target decoding vs. input target decoding

As argued in Section 5.3.3, decoding the caption in the input space will proba-
bly not result in a reduction of predictive feature suppression due to overfitting
of the learned language model. To empirically show this, we also implemented
a decoder that decodes tokens of the input caption (ITD) to reduce predictive
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(d) Trajectory of the contrastive loss Lcon.

Figure 5.3: Overview of constraint-based optimization on the evaluation metric

and the optimization objectives. We train Llag with four different values of η ∈
{0.05, 0.10, 0.15, 0.20, 0.25}. All training steps are to the power of 1e5.

feature suppression (see Section 5.4.2 for details). Based on row 1.2, 2.1.2, and
2.2.2 in Table 5.1, we conclude that implementing ITD as a dual loss does not
result in improved recall@k scores, for most values of k, compared to the con-
trastive baseline. Surprisingly, when we implement ITD as an optimization
constraint (with η = 4 for Flickr30k and η = 6 for MS-COCO, other values of η

do not yield improvements) the evaluation scores are even lower (row 1.3, 2.1.3
and 2.2.3) than when implemented as a dual loss. We conclude that: (i) ITD
does not reduce predictive feature suppression for ICR, and (ii) implementing
ITD as an optimization constraint even hurts performance.
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5.5.3 The role of the optimization constraint

What is the role of the optimization constraint when minimizing Lrec and what
is the effect on the evaluation scores compared to using Ldual? In Figure 5.3b
we plot the trajectory of λ for different values of η ∈ {0.05, 0.1, 0.15, 0.2, 0.25}
during training on the MS-COCO dataset. We also provide (i) the trajectory
of the evaluation score (recall sum) over the validation set during training
(Figure 5.3a), (ii) the trajectory of the reconstruction loss for different values
of η and when optimized without using a constraint (Ldual) (Figure 5.3c), and
(iii) the trajectory of the contrastive loss for different values of η (Figure 5.3d).
Based on Figure 5.3 we observe:

(i) λ increases until the optimization constraint is met (i.e., the bound η).
The closer the reconstruction loss is to η, the slower the increase of λ.
When the reconstruction constraint is met, λ decreases to 0 (Figure 5.3b).

(ii) λ is positive again when the reconstruction loss becomes higher than the
bound η (Figure 5.3b, purple line).

(iii) The reconstruction loss converges to the value of η (Figure 5.3c). However,
it is not possible to meet every value of η. E.g., η = 0.05 is too low to
achieve for the model.

(iv) A lower reconstruction loss does not necessarily result in higher evalua-
tion scores (Figure 5.3a). E.g., the recall sum is higher for η = 0.15 than
for η = 0.1 or η = 0.05.

(v) The value and the development of the contrastive loss do not depend
much on the value of the reconstruction loss (Figure 5.3d). E.g., a model
optimized with Lcon has the same contrastive loss trajectory as a model
that is optimized with Llag and Ldual. Hence, the contrastive loss on its
own does not provide a good indication of the performance on the eval-
uation task. Similar trajectories of the contrastive loss result in different
evaluation scores (hence different learned representations).

When we implement LTD as a dual loss, there is always a gradient from the
reconstruction loss w.r.t. the parameters of the caption encoder, until the re-
construction loss is 0. This is not the case when we implement LTD as a
reconstruction constraint. When the constraint is met, λ drops to zero and
there is no gradient anymore from the reconstruction loss. We can conclude
that a constant gradient from the reconstruction loss does not improve the
learned representations of the caption encoder in terms of evaluation scores.
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The evaluation scores are higher when there is only a gradient until a certain
reconstruction bound η is met.

5.5.4 Generalizability w.r.t. contrastive loss

In Section 5.3.2 we argued that the InfoNCE loss is prone to predictive feature
suppression. A popular choice of contrastive loss function for ICR methods is
the triplet loss with in-batch hard-negative mining (Faghri et al., 2018). The
triplet loss with in-batch hard-negative mining is a special case of the InfoNCE
loss, where the number of positives and negatives are each one (Khosla et al.,
2020). Therefore, our line of reasoning in Section 5.3.2 holds for the triplet loss
too.

To show the strength and generalizability of LTD to other contrastive losses,
we run the same experiments as in Section 5.5.1 (only for LTD not for ITD),
with the triplet loss instead of the InfoNCE loss as Lcon. To prevent the triplet
loss from collapsing to the trivial solution, we added a batch normalization
layer after the projection head, for both the image and caption encoder; we use
a margin value of α = 0.2 (Faghri et al., 2018; Li et al., 2019a; Messina et al.,
2020b). Based on Table 5.1, we can observe that the highest recall@k scores also
come with the highest r-precision and nDCG scores. Since the main goal of
this experiment is to show that LTD can be used in combination with different
contrastive losses we, therefore, only evaluate for recall@k.

Table 5.2 provides the recall@k scores for the Flickr30k and MS-COCO
datasets. For both Flickr30k and MS-COCO the triplet loss with constraint-
based LTD (see rows 3.1.3 and 3.2.3) results in higher evaluation scores than
the InfoNCE loss with constraint-based LTD (see Table 5.1, rows 1.5 and 2.5).
Our goal here is not to identify the best contrastive loss for ICR or LTD, but to
show the generalizability of LTD to different contrastive losses. Moreover, us-
ing the triplet loss as Lcon (see row 3.2.1), results in expected evaluation scores
on the MS-COCO dataset (given the reproducibility work in (Bleeker and de
Rijke, 2022)). Surprisingly, however, the evaluation scores for the Flickr30k
dataset while using the triplet loss as Lcon (see row 3.1.1) are lower than ex-
pected (when compared to Table 5.1, row 1.1). It is unclear why we observe
these low evaluation scores for the Flickr30k dataset when only using the triplet
loss as Lcon. In contrast, we observe that constraint-based LTD in combination
with the triplet loss drastically improves the evaluation scores for the Flickr30k
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dataset, which shows the strength of constraint-based LTD for improving ICR
evaluation scores and also making the triplet loss more robust to predictive
feature suppression and feature collapsing.

Table 5.2: Recall@k evaluation scores for the Flickr30k and MS-COCO datasets. For

experiments 3.∗, we use the triplet loss with in-batch hard-negative mining, as defined

in (Faghri et al., 2018) instead of the InfoNCE loss (van den Oord et al., 2018) for Lcon.

Boldface indicates the highest value for each evaluation metric per dataset.

i2t t2i

# Method Loss R@1 R@5 R@10 R@1 R@5 R@10

Flickr30k

3.1.1 BL Lcon 12.8 33.2 45.4 11.1 32.6 46.6
3.1.2 BL + LTD Ldual, β = 1 17.1 42.7 56.4 13.1 40.5 55.7
3.1.3 BL + LTD Llag, η = 0.2 54.7 81.5 88.3 40.8 71.3 80.6

MS-COCO

3.2.1 BL Lcon 37.1 67.1 78.2 27.8 56.6 69.3
3.2.2 BL + LTD Ldual, β = 1 37.4 67.8 79.1 28.2 57.2 70.5
3.2.3 BL + LTD Llag, η = 0.2 39.1 69.3 80.6 29.6 59.4 72.2

5.5.5 Generalizability w.r.t. network architectures

In this section, we consider whether LTD can be used in combination with
different resource-constrained ICR methods that use different network archi-
tectures. To answer this question we use LTD in combination with the VSRN
and TERN methods.

In line with the observations in Table 5.1, we observe in Table 5.3 that for
both VSRN and TERN: (i) constraint-based LTD outperforms the contrastive
baseline, and (ii) constraint-based LTD results in a stronger performance im-
provement than implementing LTD as a dual loss.

In line with the results in (Messina et al., 2020b), the VSRN baseline out-
performs the TERN baseline in terms of Recall@k. However, the difference in
nDCG scores between the two models is relatively small. Although constraint-
based LTD outperforms both the baseline and LTD implemented as a dual
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Table 5.3: Recall@k and nDCG evaluation scores for the Flickr30k and MS-COCO

datasets using the VSRN and TERN network architectures. Boldface indicates the

highest value for each evaluation metric per dataset. ‘-’ indicates that it is not possible

to compute the evaluation score for that dataset/experiment since the annotations are

not available.

i2t t2i

R@k R@k nDCG

# Method Loss 1 5 10 1 5 10 ROUGE-L SPICE

VSRN

Flickr30k

5.1.1 BL Lcon 60.3 85.6 90.8 44.9 74.0 83.3 - -
5.1.2 BL + LTD Ldual, β = 1 59.6 86.6 91.6 44.3 74.7 83.5 - -
5.1.3 BL + LTD Llag, η = 0.25 61.9 86.8 92.1 45.3 76.4 84.4 - -

MS-COCO

5.2.1 BL Lcon 47.0 76.9 87.0 34.5 65.7 78.1 0.6779 0.6080

5.2.2 BL + LTD Ldual, β = 1 45.9 77.8 87.6 34.6 66.2 78.3 0.6791 0.6088

5.2.3 BL + LTD Llag, η = 0.15 47.6 79.0 87.8 35.0 66.7 78.9 0.6797 0.6112

TERN

MS-COCO

5.3.1 BL Lcon 41.2 72.6 83.6 31.0 61.9 74.7 0.6648 0.5926

5.3.2 BL + LTD Ldual, β = 1 42.3 74.3 84.4 31.4 62.7 75.4 0.6684 0.5993

5.3.3 BL + LTD Llag, η = 0.2 44.1 74.8 85.7 33.6 64.6 76.9 0.6727 0.6059

loss, improvements gained by using LTD in combination with VSRN are less
convincing than for TERN.

The most consistent improvement in evaluation scores is obtained by com-
bining LTD with TERN, which is a fully transformer-based ICR method. This is
a substantially different architecture from the one in Table 5.1 and VSRN, and
such transformer network architectures are the most prominent network archi-
tectures these days for multi-modal tasks (Lu et al., 2019; Chen et al., 2020d;
Radford et al., 2021; Yuan et al., 2021). When only a limited amount of training
data is available and one wants to make use of (partly) pre-trained transformer
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networks for multi-modal contrastive learning, constraint-based LTD can help
to significantly improve the evaluation scores for ICR.

Furthermore, TERN makes use of a pre-trained BERT (Devlin et al., 2019)
model as a caption encoder. BERT is a general-purpose text encoder pre-
trained on text only. An open question is still why to train a caption encoder,
while we use a (frozen) general-purpose sentence encoder to generate the latent
targets for LTD; why not use the target decoder directly as a caption encoder?
The results in Table 5.3 show that fine-tuning a general-purpose language en-
coder (i.e., BERT) with a contrastive loss as a caption encoder results in lower
evaluation scores than fine-tuning the caption encoder in combination with
constraint-based LTD. This shows that LTD helps to extract features (i.e., not
suppressing these features) from the input data that are relevant for the ICR
task, that are not captured by either the pre-trained BERT model or by only us-
ing the contrastive optimization objective. In Appendix 5.C, we provide three
qualitative ranking results for i2t retrieval using TERN and samples from the
MS-COCO test set. Based on the examples it is clear that a baseline TERN
does not represent specific concepts (i.e., predictive features) that are needed
to rank the correct captions on top of the ranking, while TERN optimized with
constraint-based LTD does represent these predictive features.

5.6 discussion and conclusion

In this chapter, we presented latent target decoding, a novel approach to re-
duce predictive feature suppression for contrastive resource-constrained ICR
methods. Instead of reconstructing the captions in the input space, LTD re-
duces predictive feature suppression by reconstructing the input caption in the
latent space of a general-purpose sentence encoder. By reconstructing the in-
put caption, it is more difficult for the image and caption encoder to suppress
predictive features that are not needed to solve the contrastive optimization
objective.

Main findings. Our results show that constraint-based LTD obtains higher
evaluation scores than both a contrastive ICR baseline and LTD implemented
as a dual loss. This implies that we are able to reduce predictive feature
suppression (and hence improve evaluation performance) by using constraint-
based LTD, which does not require additional image-text training data or hard-
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negative mining strategies. Furthermore, we show that constraint-based LTD
consistently results in a bigger improvement in evaluation scores than imple-
menting LTD as a dual loss. These results suggest that, instead of simply mini-
mizing both the contrastive and reconstruction loss, better evaluation scores
can be obtained by only optimizing the reconstruction loss until a certain
bound value η is met. Finally, we show that constraint-based LTD can be com-
bined with different contrastive learning losses and a wide variety of resource-
constrained ICR methods. This means that we answered the fourth research
question of this thesis positively: we can reduce predictive feature suppres-
sion for resource-constrained contrastive image-text representation learning by
using LTD.

Implications. The results of this chapter show that in a resource-constrained
setup, the evaluation performance of contrastive ICR methods can be substan-
tially improved by using constraint-based LTD, without relying on more train-
ing data or hard-negative mining strategies. We, therefore, argue that, in a
resource-constrained setup, LTD should be part of the standard ICR frame-
work to mitigate the problem of predictive feature suppression. Furthermore,
we argue that when one uses an additional reconstruction objective to reduce
predictive feature suppression, this objective should be considered to be imple-
mented as an optimization constraint instead of a dual loss.

Limitations. In this chapter, we use a general-purpose sentence encoder to
generate our latent target representation yCk. However, we need to assume that
this latent target representation contains the relevant information of the input
caption. Furthermore, the availability of a general-purpose sentence encoder
is not always guaranteed (e.g., when working with low-resource languages).

For the ICR task, the predictive features are the features needed to retrieve
the positive item from a set of candidates. We, therefore, measure the reduction
of predictive feature suppression by using the standard ranking evaluation
metrics, such as recall@k, r-precision, and nDCG. However, we do not explicitly
know which features are causing the observed improvement in the evaluation
scores by using LTD.

Future work. We have several directions for future work. First, we plan to
examine if the choice of different target generators will result in different ICR
evaluation scores. Moreover, we also want to look into generating latent target
representations without relying on a pre-trained sentence encoder.
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Another promising direction for future work is analyses on the exact role
of the optimization constraint. In Section 5.5.3 we examine the role of the
optimization constraint when training the image and caption encoder. When
the optimization constraint η is met, λ (i.e., the balancing parameter of the two
losses) drops to zero and the reconstruction loss no longer provides a gradient
(Figure 5.3b). Although λ is (close to) zero for the majority of the training after
the constraint is met, the evaluation scores on the validation set remain higher
than when optimizing with Ldual, with β = 1 (Figure 5.3a). This suggests that
a constant gradient from the reconstruction loss does not benefit the training
process, which is the case if LTD is implemented as a dual loss. We plan future
research into the role of the optimization constraint, by trying constraint-based
optimization for other multi-task optimization problems.

In this chapter, we focus on the reduction of predictive feature suppression
for resource-constrained ICR methods. In Section 5.1 we argued that predic-
tive feature suppression is less of an issue for models that are trained with
large batch sizes since more information is needed to match the query with the
positive candidate (due to a large number of negative candidates). However,
it remains a promising direction for further research to investigate if and how
constraint-based LTD can be used for either large-scale contrastive image-text
representation learning or for fine-tuning. Prominent large-scale image-text
matching methods, such as ALIGN (Jia et al., 2021), use noisy image-text pairs
scraped from the internet. It is unclear if the target generator will provide
useful targets (and hence a training signal) when the caption has a weak rela-
tion with its matching image (which is possible for noisy image-text pairs). It
might be the case that the target generator mainly provides useful supervision
signals when using high-quality human-curated datasets, such as Flickr30k
and MS-COCO.

Finally, we suggest working on methods to measure which features are
responsible for the gained improvement in evaluation performance. A logical
choice would be to use feature attribution methods. However, different feature
attribution methods tend to disagree with each other, for both RNN and
transformer-based models (Neely et al., 2021). Therefore, the choice of feature
attribution method will influence the analyses of which predictive features are
better captured by using LTD. To gain further insights into which features
are captured by the learned encoders, we recommend developing task-specific
feature attribution methods that can measure the reduction of predictive
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feature suppression directly.

In the final research chapter of this thesis, we continue with the focus
on predictive feature suppression for contrastive image-text representation
learning. However, rather than framing the problem as predictive feature
suppression, we redefine it as shortcut learning. We propose a framework that
enables to inject synthetic shortcuts into image-text data, such that it becomes
possible to measure to what extent contrastive image-text methods rely on
shortcut solutions. Moreover, we examine existing shortcut learning reduction
methods (e.g., LTD) using our proposed framework to investigate to what
extent these methods reduce shortcut learning.



Chapter Appendix

5.A notation and variables

Table 5.A.1: Overview of the notation and variables used throughout Chapter 5.

Symbol Explanation

Lcon Contrastive loss. In this chapter, we either use the InfoNCE
(van den Oord et al., 2018) or a triplet loss with in-batch hard-
negative mining (Faghri et al., 2018).

Lrec Reconstruction loss of the input caption (i.e., decoding loss). In
this chapter, we use the negative cosine similarity when using
embeddings (latent target decoding) or the log-likelihood when
we reconstruct the tokens of the input captions (input target de-
coding).

Ldual The sum of the contrastive loss and the reconstruction loss (i.e.,
the dual loss). The reconstruction loss is scaled by β.

Llag The sum of the contrastive loss and the reconstruction loss,
where the reconstruction loss is implemented as a Lagrange mul-
tiplier optimization constraint.

q Vector representation of a query, either an image or a caption.

v, v+, v− Vector representation of a candidate. Given a query q, a candi-
date is either matching (v+) or not matching (v−). Candidates
are either images or captions.

D Dataset consisting of N image-caption tuples; each image i ∈ N
comes with k captions.

xi
I Input image i.

xi
Cj

Input caption j that describes image i.

zi
I Latent representation of image i.

zi
Cj

Latent representation of caption j that describes image i.

Continued on next page
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Table 5.A.1 – continued from previous page

Symbol Explanation

η Reconstruction bound (or threshold). The reconstruction loss is
only minimized up to the value of η.

λ The Lagrange multiplier.

β Balancing parameter to balance (or scale) two losses when using
the dual loss.

B Batch with training samples.

S−
q The set of all negative candidates v−, in a training batch, given

query q.

τ Temperature parameter to scale the logist (i.e., cosine similarity)
for the InfoNCE loss.

α Margin parameter for the triplet loss.

yi
C j Latent target representation (i.e., semantic embedding produced

by a SentenceBERT/language encoder) for caption j that de-
scribes image i.

ỹi
C j Reconstructed latent target representation by the decoder net-

work (i.e. LTD), for caption j that describes image i.

x̃i
C j Reconstruction of the input tokens (i.e. ITD) by the decoder

network for caption j that describes image i.

fθ(·) Image encoder parameterized by θ. Takes as input xi
I . Outputs

a latent (global) image representation zi
I .

gϕ(·) Caption encoder parameterized by ϕ. Takes as input xi
C j. Out-

puts a (global) latent caption representation zi
Ck.

hω(·) Decoder network parameterized by ω. Takes as input zi
C j. Out-

puts a reconstuction of the input caption, either ỹi
C j (LTD) or x̃i

C j

(ITD).
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5.B gradient of the infonce loss w.r.t. the
query and candidates

We start with the definition of the InfoNCE loss (van den Oord et al., 2018) us-
ing the notation introduced in Section 5.3, for one query candidate pair (q, v+)

and a set of negative candidates
(
Sq
)
:

Lcon = − log
exp(qTv+/τ)

exp(qTv+/τ) + ∑v−∈S−
q

exp(qTv−/τ)
(5.10a)

= −
qTv+/τ − log

exp(qTv+/τ)− ∑
v−∈Sq

exp(qTv−/τ)

 (5.10b)

−Lcon =

qTv+/τ − log

exp(qTv+/τ)− ∑
v−∈Sq

exp(qTv−/τ)

 . (5.10c)

Next, we take the derivative of −Lcon w.r.t. q (as also provided in (Chen et al.,
2020c)):

−∂Lcon

∂q
= v+/τ −

exp(qTv+/τ)− ∑
v−∈Sq

exp(qTv−/τ)

−1

· (5.11a)

exp(qTv+/τ)v+/τ − ∑
v−∈Sq

exp(qTv−/τ)v−/τ


= v+/τ −

(
exp(qTv+/τ)

exp(qTv+/τ)− ∑v−∈Sq exp(qTv−/τ)

)
v+/τ − (5.11b)

∑
v−∈Sq

(
exp(qTv−/τ)

exp(qTv+/τ)− ∑v−∈Sq exp(qTv−/τ)

)
v−/τ.

Now let us define Z(q, v) (similar to Eq. 5.2a in Section 5.3):

Z(q, v) =
exp(qTv/τ)

exp(qTv+/τ) + ∑v−∈S−
q

exp(qTv−/τ)
. (5.12)
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Next, we plug-in Z(q, v) into Eq. 5.11:

−∂Lcon

∂q
= v+/τ − Z(q, v+)v+/τ − ∑

v−∈Sq

Z(q, v−)v−/τ (5.13a)

−∂Lcon

∂q
τ = v+ − Z(q, v+)v+ − ∑

v−∈Sq

Z(q, v−)v− (5.13b)

=
(
1 − Z(q, v+)

)
v+ − ∑

v−∈Sq

Z(q, v−)v−. (5.13c)

In a similar way, we can take the derivative of −Lcon w.r.t. v+ and v−:

−∂Lcon

∂v+
= q/τ − Z(q, v+)q/τ (5.14a)

−∂Lcon

∂v+
τ =

(
1 − Z(q, v+)

)
q. (5.14b)

−∂Lcon

∂v− = −Z(q, v−)q/τ (5.15a)

−∂Lcon

∂v+
τ = −Z(q, v−)q. (5.15b)

5.C ranking examples

In Figure 5.C.1 we provide three query images from the MS-COCO test set
and the top 5 retrieved captions by TERN. We compare the TERN baseline (BL)
and TERN optimized in combination with constraint-based LTD (BL + LTD).
We selected three examples with a large difference in precision@5 between the
BL and BL + LTD.

For all three examples, it is clear that the baseline ICR methods miss a con-
cept (i.e., predictive feature(s)) that is needed to rank the ground-truth captions
in the top 5. In the left example, the best matching captions according to the BL
ignore that the man in the image takes a photo. In the middle example, the best
matching captions, according to the BL, do not match on the fact that there is
a cup/mug. In the right example, the best matching captions do not contain the
concept of teddy bears. Clearly, an ICR method optimized in combination with
LTD is able to match images and queries based on more fine-grained features
in the images and captions than a baseline ICR method.
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1. a man with a fork ready to eat a pizza 
2. A man in glasses eating a large pizza off of 
the plate. 
3. A person sitting at a table with some pizza.
4. The man holding a fork is ready to eat his 
meal.
5. A man at a restaurant table getting a slice 
of pizza. 

1. A man taking a photo of food on a table.
2. A man takes a picture of his food in a 
restaurant.
3. A man taking a picture of his meal at a diner 
table.
4. A man sits in a diner photographing his meal
5. A view of a pizza from a table, with a man 
behind it.

1. A close up view of a banana sitting on a 
table.
2. Close up of a banana sitting on a white 
counter
3. A close-up of a yellow banana on a table.
4. A single banana is on a white table.
5. there are three bananas that are on a small 
plate

1. A man sitting in a boat holding a drink and a 
teddy bear.
2. a person sitting in a boat with a dalmation 
3. Children are sitting on the side of the boat in
 the water.
4. Two men in a small boat going under a 
bridge.
5. Two people in a boat with a big fan on the 
back.

1. A group of teddy bears dressed like soldiers 
getting off a boat.
2. A group of stuffed bears are dressed like 
soldiers aboard 
a landing craft.
3. Teddy bears dressed up like soldiers in a boat.
4. Teddy bears dressed up as soldiers, arriving 
on a boat.
5. several holiday statuettes of teddy bears, snow 
covered evergreens, and Santa Clauses.

1. a white cup and a brown and yellow banana
2. A close up of a banana next to a cup with 
liquid.
3. The banana is next to the coffee mug on the 
table.
4. An over ripened banana and a cup of coffee.
5. Close up of a banana sitting on a white 
counter

BL

BL + LTD

BL

BL + LTD

BL

BL + LTD

Rankings Rankings Rankings

Query Query Query

Figure 5.C.1: Three query images from the MS-COCO test set. For each image query

we show the top 5 retrieved captions by TERN. We compare the TERN baseline (BL)

and TERN optimized in combination with constraint-based LTD (BL + LTD). Ground-

truth captions (i.e., matching) are indicated in green. Captions in red indicate captions

that do not match with the query image.





6
Demonstrating and Reducing

Shortcuts

In Chapter 5, we presented latent target decoding (LTD), a method to re-
duce predictive feature suppression for resource-constrained image-caption
retrieval (ICR) methods. In this chapter, we continue our investigation on
image-text representation, however, we refer to the task with a more general
term: vision-language representation learning. One can argue that, when the
representations learned by a contrastive loss do not contain certain predictive
features in the input data, the model relies on a shortcut when minimizing
the contrastive objective (Robinson et al., 2021) (i.e., the contrastive loss does
not guide the learning process such that all relevant information in the input is
extracted). Although we have shown in Chapter 5 that we can improve the gen-
eralizability of the learned representations by using LTD, the extent to which
contrastive image-text methods rely on shortcuts during contrastive loss min-
imization remains an open question. In this chapter,1 we try to answer this
question by raising the fifth research question of this thesis:

Research Question 5: Can we demonstrate and reduce shortcuts in contrastive
image-text representation learning?

To answer this question, we introduce a synthetic shortcuts for vision-language
(SVL) framework. SVL is a training and evaluation framework that allows
injecting synthetic shortcuts into image-text data. We show that contrastive
image-text methods that are either trained from scratch or fine-tuned with
data containing these synthetic shortcuts, predominantly learn features that
represent the shortcut. Hence, we conclude that the contrastive loss is not suf-
ficient to learn to extract all task-relevant (i.e., predictive) information in the
image-text data. As a next step, we examine two methods to reduce shortcut

1 This chapter is based on (Bleeker et al., 2024).
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learning in our SVL framework: (i) latent target decoding, and (ii) implicit fea-
ture modification. We find that both methods improve performance on the ICR
evaluation task in some settings, however, they only partially reduce shortcut
learning when training and evaluating with our SVL framework.

6.1 introduction

Recent work on understanding the internal mechanisms of representation
learning has brought to attention the problem of shortcut learning (Chen et
al., 2021a; Robinson et al., 2021; Scimeca et al., 2022). While there are mul-
tiple definitions of shortcut learning (e.g., Geirhos et al., 2020; Wiles et al.,
2022), in this chapter we define shortcuts as easy-to-learn discriminatory features
that minimize the (contrastive) optimization objective but are not necessarily sufficient
for solving the evaluation task. More specifically, we focus on the problem of
shortcut learning in the relatively unexplored context of vision-language (VL)
representation learning with multiple matching captions per image.

Contrastive learning (CL) plays a crucial role in VL representation learning.
Despite the success of non-contrastive approaches, e.g., (Bardes et al., 2022),
the dominant paradigm in VL representation learning revolves around either
fully contrastive strategies (Faghri et al., 2018; Li et al., 2019a; Jia et al., 2021;
Radford et al., 2021) or a combination of contrastive methods with additional
objectives (Li et al., 2021; Li et al., 2022a; Zeng et al., 2022; Li et al., 2023a). It is
standard practice in contrastive VL representation learning to sample batches
of image-caption pairs and maximize the alignment between the representa-
tions of the matching images and captions (Radford et al., 2019; Jia et al., 2021).
Given that the typical VL benchmarks, e.g., Flickr30k (Young et al., 2014) and
MS-COCO Captions (Lin et al., 2014; Chen et al., 2015), are constructed in such
a way that each image is associated with multiple captions, each caption can be
seen as a different view of the image it describes. Therefore, CL with multiple
captions per image can be seen as CL with multiple views, where each caption
provides a different view of the scene depicted in the image.

CL with multiple views, where each view represents a different observation
of the same datapoint, has proven to be effective for general-purpose represen-
tation learning (Hjelm et al., 2019; Chen et al., 2020c; Tian et al., 2020a). The
goal of multi-view (contrastive) representation learning methods is to learn
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representations that remain invariant to a shift of view, which is achieved by
maximizing the alignment between embeddings of similar views. A core as-
sumption within the multi-view representation learning literature is that task-
relevant information is shared across views whereas task-irrelevant informa-
tion is not shared, given a downstream evaluation task (Zhao et al., 2017; Fed-
erici et al., 2020; Tian et al., 2020a; Shwartz-Ziv and LeCun, 2023).

An open challenge in the multi-view representation learning domain con-
cerns learning representations that contain task-relevant information that is not shared
among different views, i.e., that may be unique for some views (Shwartz-Ziv and Le-
Cun, 2023; Zong et al., 2023). In the case of image-caption datasets where each
image is paired with at least one corresponding caption, the captions match-
ing the same image do not necessarily share the same information as each
caption is distinct and may describe different aspects of the image (Biten et
al., 2022). Furthermore, given the typical quality of captions of image-caption
datasets (Chen et al., 2015), we assume that all information present in the
captions is relevant. Hence, each image-caption pair may contain both shared
task-relevant information, i.e., information shared across all the captions in the
tuple, and unique task-relevant information, i.e., information not shared with
other captions. Therefore, learning task-optimal representations for the image
implies learning all task-relevant information that comprises both shared and
caption-specific information.

Another problem of CL approaches is related to feature suppression. Shwartz-
Ziv and LeCun (2023) argue that although contrastive loss functions lack ex-
plicit information-theoretical constraints aimed at suppressing non-shared in-
formation among views, the learning algorithm benefits from simplifying rep-
resentations by suppressing features from the input data that are not relevant
for minimizing the contrastive loss. Furthermore, Robinson et al. (2021) demon-
strate that contrastive loss functions are susceptible to solutions that suppress
features from the input data. In the case of VL, CL with multiple captions
per image where at least one caption contains caption-specific information,
the image representation can never have a perfect alignment with all match-
ing captions. This is due to the misalignment that happens when encoding
unique information for the other captions. Therefore, it is unclear whether
contrastive methods are able to learn task-optimal representations, i.e., repre-
sentations that contain all information present in the captions associated with
the image, or if they learn only the minimal shared information, i.e., informa-
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tion shared between the image and all captions that are sufficient to minimize
the contrastive discrimination objective. An illustration of minimal shared in-
formation and a task-optimal representation is given in Figure 6.1.

Image Latent
Variables Captions
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(a) Minimal shared latent information.
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(b) Task-optimal representation.

Figure 6.1: Synthetic shortcuts in the context of minimal shared latent information and

task-optimal representation for vision-language representation learning with multiple

captions per image. The purple color indicates a feature shared among the image and

all captions (minimal shared information). The yellow color indicates caption-specific

features (unique information). The grey color indicates features that are not present

in both the image and any of the captions (task-irrelevant information). The red color

indicates synthetic shortcuts. In this figure, we show the discrepancy between learning

representations for the images and the matching captions with a strong alignment (i.e.,

high similarity) and learning representations that contain both the shared and caption-

specific information (i.e., task-optimal).

Motivated by the abovementioned problems, we address the following ques-
tion:

In the context of VL representation learning with multiple captions per
image, to what extent does the presence of a shortcut hinder learning task-
optimal representations?

To answer this question, we investigate the problem of shortcut learning for
VL representation learning with multiple captions per image. We do this by in-
troducing the synthetic shortcuts for vision-language (SVL) framework for adding
additional, easily identifiable information to image-caption tuples. The infor-
mation that we add is represented as identifiers that are applied to both image
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and caption; these identifiers do not bear any semantic meaning. The identi-
fiers provide additional shared information between the image and captions,
which is a subset of the total shared information between the image and the
caption. Some examples are shown in Figure 6.D.1. The synthetic shortcuts
framework allows us to investigate how much the encoder model relies on the
added shortcut during training and evaluation, and hence how much of the
relevant information is still captured if a shortcut solution is available. Overall,
our SVL framework allows us to investigate the shortcut learning problem in
a controlled way. We focus on image-caption retrieval (ICR) as an evaluation
task because contrastive losses directly optimize for the ICR evaluation task,
which assesses the quality of the learned representations by computing a sim-
ilarity score between images and captions (Radford et al., 2021; Yuksekgonul
et al., 2023). To investigate the problem, we run experiments on two distinct
models: (i) CLIP (Radford et al., 2019), a large-scale model that we fine-tune;
and (ii) VSE++ (Faghri et al., 2018), a relatively small model that we train from
scratch. We evaluate the models’ performance on the Flickr30k (Young et al.,
2014) and MS-COCO (Lin et al., 2014; Chen et al., 2015) and benchmarks. The
benchmarks are constructed in such a way that each image is associated with
five captions and each caption represents a concise summary of the correspond-
ing image.

Therefore, the contributions of this chapter are two-fold:
I A framework for investigating the problem of shortcut learning for con-

trastive vision-language representation learning in a controlled way:
We introduce the synthetic shortcuts for vision-language framework. The
framework enables the injection of synthetic shortcuts into image-caption
tuples in the training dataset. We use the framework to investigate and
understand the extent to which contrastive VL models rely on short-
cuts when a shortcut solution is available. We run our experiments
using CLIP and VSE++, two distinct vision-language models (VLMs).
We evaluate the models’ performance on the Flickr30k and MS-COCO
benchmarks. We evaluate the effectiveness of contrastive VL models
by comparing their performance with and without synthetic shortcuts.
We demonstrate that both models trained from scratch and fine-tuned,
large-scale pre-trained foundation models mainly rely on shortcut fea-
tures and do not learn task-optimal representations. Consequently, we
show that contrastive losses mainly capture the easy-to-learn discrimina-
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tory features that are shared among the image and all matching captions,
while suppressing other task-relevant information. Hence, we argue that
contrastive losses are not sufficient to learn task-optimal representations
for VL representation learning.

II We present two shortcut learning reduction methods on our proposed
training and evaluation framework: We investigate latent target decod-
ing (LTD) and implicit feature modification (IFM) using our SVL training
and evaluation framework. While both methods improve performance on
the evaluation task, our framework poses challenges that existing short-
cut reduction techniques can only partially address, as the performance
is not on par with models trained without synthetic shortcuts. These find-
ings underline the importance and complexity of our framework in study-
ing and evaluating shortcut learning within the context of contrastive VL
representation learning.

6.2 background and analysis

In this section, we present the notation, setup, and assumptions on which
we base this chapter. Additionally, we conduct an analysis of contrastive VL
representation learning with multiple captions per image.

6.2.1 Preliminaries

Notation. We closely follow the notation from Chapter 5 and (Bleeker et al.,
2023b). See Table 6.A.1 for an overview. Let D be a dataset of N image-caption

tuples: D =
{(

xi
I , {xi

Cj
}k

j=1

)}N

i=1
. Each tuple i ∈ N contains one image xi

I and

k captions xi
Cj

, where 1 ≤ j ≤ k. All captions in tuple i ∈ N are considered as
matching captions w.r.t. image xI in the tuple i. The latent representation of an
image-caption pair from a tuple i is denoted as zi

I and zi
Cj

respectively. During
training, we sample image-caption pairs from the dataset D and optimize for
the evaluation task T. We include all captions in the dataset once per training
epoch, hence, each image is sampled k times.
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Given an image xI , a set of k associated captions K = {xCj
}k

j=1, and one
caption randomly sampled from the set xC ∈ K, we define the following repre-
sentations:

(i) zSUF
C→I as sufficient representation of the caption xC that describes the image

xI ;
(ii) zSUF

I→C as representation of the image xI sufficient for the caption xC ;
(iii) zMIN

I→C as representation of the image xI that is minimally sufficient for the
caption xC ; and

(iv) zOPT
I→K as representation of the image xI that is optimal for the set of captions

K given the task T.
In addition, we write SSynSC for a synthetic shortcut, S for the original shared
information, i.e., information that does not contain synthetic shortcuts, S+ for
the shared information that includes a synthetic shortcut, and R+ for task-
relevant information that contains a synthetic shortcut. In the context of task
relevance, we define R and ¬R as task-relevant and task-irrelevant information,
respectively, and C as task-relevant information specific for caption xC .

Setup. We work with a dual-encoder setup, with an image encoder and a
caption encoder that do not share parameters. The image encoder fθ(·) takes an
image xI as input and returns its latent representation: zI := fθ(xI). Similarly,
the caption encoder gϕ(·) takes a caption xC as input, and encodes the caption
into a latent representation: zC := gϕ(zC). Both zC and zI are unit vectors
projected into d-dimensional multi-modal space: zC ∈ Rd, zI ∈ Rd. For an
overview of notation, we refer to Appendix 6.A, Table 6.A.1.

Assumptions. Given an image-caption tuple, we assume that each caption in
the tuple is distinct from the other captions in the tuple. We also assume that
each caption in the tuple contains two types of task-relevant information:

(i) shared information, i.e., information shared with other captions in the
same tuple, and

(ii) caption-specific information, i.e., information that is not shared with the
other captions.

For simplicity, we base our subsequent analysis on tuples where one image xI
is associated with two captions xCA

and xCB
:
(

xI , {xCA
, xCB

}
)

. However, the
analysis described in this section can be extended to a case with more than
two captions. We treat images and captions as views and define xI , xCA

, and
xCB

to be random variables of an image and two matching captions, with the
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joint distribution p(xI , xCA
, xCB

). For more details on assumptions and problem
definition, we refer to Appendix 6.B.

6.2.2 Analysis of contrastive vision-language representation learning for mul-
tiple captions per image

InfoMax. We start our analysis of contrastive VL representation learning by
introducing the InfoMax optimization objective, a typical loss for VL repre-
sentation learning. The goal of an InfoMax optimization objective, e.g., In-
foNCE (van den Oord et al., 2018), is to maximize the mutual information (MI)
between the latent representations of two views of the same data (Tschan-
nen et al., 2020). Therefore, the optimization objective is equivalent to:
max fθ ,gϕ

I(zI ; zC) where zI:
= fθ(xI) and zC := gϕ(xC).

Shared information

Caption A task-relevant information

Task-relevant information

Caption B task-relevant information
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H(CA)

Figure 6.2: We define H(xI ) as image information, H(xCA
) and H(xCB

) as caption

information; both captions only describe the information depicted in the image and

contain shared and caption-specific information. We further define CA = I(xI ; xCA
|

xCB
) and CB = I(xI ; xCB

| xCA
) as caption-specific information; S = I(xI ; xCA

; xCB
)

as shared information; ¬R = H(xI | xCA
, xCB

) as task-irrelevant information; R =

CA + CB + S as task-relevant information.

Minimally sufficient image representation. During training, batches of image-
caption pairs are sampled. The optimization involves maximizing the MI be-
tween the image representation zI and the matching caption representation zC .
Wang et al. (2022a) argue that, since all supervision information for one view
(i.e., the image) comes from the other view (i.e., the caption), the representa-
tions learned contrastively are approximately minimally sufficient. Following
(Tian et al., 2020b; Wang et al., 2022a), we extend the definition of sufficient
representation to VL context and define sufficient caption representations, suf-
ficient image representations, and minimally sufficient image representation.
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Definition 6.2.1 (Sufficient caption representation). Given an image xI , and a set
of matching captions C = {xCA

, xCB
}, the representation zSUF

C→I of caption xC ∈ C is
sufficient for image xI if, and only if, I(zSUF

C→I ; xI) = I(xC ; xI).

The sufficient caption representation zSUF
C→I contains all the information about

image xI in caption xC .

Definition 6.2.2 (Sufficient image representation). Given an image xI , and a set of
matching captions C = {xCA

, xCB
}, the representation zSUF

I→C of image xI is sufficient
for caption xC ∈ C if, and only if, I(zSUF

I→C ; xC) = I(xI ; xC).

Similarly, the sufficient image representation zSUF
I→C contains all the shared in-

formation between an image xI and a caption xC . Note that a sufficient image
representation can be sufficient w.r.t. multiple captions.

Definition 6.2.3 (Minimally sufficient image representation). Given an image
xI , and a set of matching captions C = {xCA

, xCB
}, the sufficient image represen-

tation zMIN
I→C of image xI is minimally sufficient for caption xC ∈ C if, and only if,

I(zMIN
I→C ; xI) ≤ I(zSUF

I→C ; xI), for all zSUF
I→C that are sufficient.

Intuitively, zMIN
I→C comprises the smallest amount of information about xI (while

still being sufficient) and, therefore, only contains the information that is
shared with caption xC , i.e., the non-shared information is suppressed.

Task-optimal image representation. The definition of task-optimal image rep-
resentation is based on the notion of task-relevant information. In the con-
text of VL representation learning with multiple captions per image, we de-
fine task-relevant information as all information described by the matching
captions. That includes both caption-specific and shared information. Conse-
quently, the task-optimal image representation is image representation that is
sufficient w.r.t. all matching captions.

Formally, following assumptions from Appendix 6.B.2, we define the task-
relevant information R as all the information described by the matching cap-
tions. The task-relevant information can be expressed as follows:

R︸︷︷︸
Task-relevant
information

= H(xI)︸ ︷︷ ︸
Image

information

− H(xI | xCA
, xCB

)︸ ︷︷ ︸
Task-irrelevant

information

= I(xI ; xCA
| xCB

)︸ ︷︷ ︸
CA-specific

task-relevant information

+ I(xI ; xCB
| xCA

)︸ ︷︷ ︸
CB-specific

task-relevant information

+ I(xI ; xCA
; xCB

)︸ ︷︷ ︸
Shared

information

.
(6.1)
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Similarly, the task-irrelevant information ¬R is the image information not de-
scribed by the captions. Figure 6.2 illustrates both definitions.

The multi-view assumption states that the task-relevant information for the
downstream tasks comes from the information shared between views (Shwartz-
Ziv and LeCun, 2023). However, in the case of VL representation learning with
multiple captions per image, the task-relevant information R includes both
shared information S, and caption-specific information CA and CB (Eq. 6.1).

Definition 6.2.4 (Task-optimal image representation). Given an image xI , and a
set of matching captions C = {xCA

, xCB
}, the representation zOPT

I→C is task-optimal im-
age representation for all matching captions if, and only if, I(zOPT

I→C ; xC) = I(xI ; xC),
for all xC ∈ C.

In other words, task-optimal image representations contain all the information
that the image shares with the matching captions. Hence, a task-optimal im-
age representation is sufficient w.r.t. all matching captions. The information
contained in the task-optimal image representation includes both shared and
caption-specific information. Therefore, a task-optimal image representation
can never be a minimally sufficient image representation w.r.t. to a specific
caption.

Theorem 6.1 (Suboptimality of contrastive learning with multiple captions per
image). Given an image xI , a set of matching captions C = {xCA

, xCB
}, and a con-

trastive learning loss function LInfoNCE that optimizes for task T, image representa-
tions learned during contrastive learning will be minimally sufficient and will never
be task-optimal image representations.

The proof is provided in Appendix 6.C. Rephrasing Theorem 6.1, given an im-
age and two captions that form two image-caption pairs, (xI , xCA

) and (xI , xCB
),

and assuming that contrastive loss optimizes the image encoder to be mini-
mally sufficient w.r.t. to caption xCA

during a training step, all task-relevant
information CB specific to caption xCB

will be suppressed in zI . Hence, the
resulting image representation will not be optimal for the task T.

Theorem 6.1 indicates a discrepancy between minimally sufficient represen-
tations learned during contrastive training with the InfoNCE loss and the task-
optimal image representations in the context of learning VL representations
with multiple captions per image. Although the InfoMax loss does not have
an explicit constraint to compress information, prior work indicates that fea-
ture suppression is happening (Robinson et al., 2021; Shwartz-Ziv and LeCun,
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2023). Hence, we question if contrastive loss can be used to learn task-optimal
image representations in the context of multiple captions per image.

Furthermore, Theorem 6.1 implies that in the context of contrastive VL rep-
resentation learning with multiple captions per image, the minimally sufficient
representation, which discards non-shared information, is not the same as the
task-optimal representation that comprises both caption-specific and shared in-
formation. This suggests that the features learned during contrastive learning
might be shortcuts, i.e., easy-to-detect discriminatory features that minimize
the contrastive optimization objective but are not necessarily sufficient for solv-
ing the evaluation task. To examine this problem, we introduce a synthetic
shortcuts framework that allows us to investigate the problem of the subopti-
mality of contrastive learning with multiple captions per image in a controlled
way.

6.3 synthetic shortcuts to control shared in-
formation

In Section 6.2 we show the suboptimality of the contrastive InfoNCE loss with
multiple captions per image. In the case of real-world VL datasets with multi-
ple captions per image, there are no annotations that indicate the information
shared between the image and captions and the information specific to each
caption. Hence, we cannot directly measure how much of the shared and
unique information is captured by the representations.

Synthetic shortcuts. In this section, we introduce the synthetic shortcuts for
vision-language (SVL) training and evaluation framework. We denote the syn-
thetic shortcuts for image-caption data as SSynSC. The purpose of the framework
is to introduce additional and easily identifiable information shared between
an image and the matching captions that does not bear any semantic mean-
ing. The shortcuts we use in this chapter are represented as numbers that
we add to images and captions. For images, we add the shortcut number by
adding MNIST images as an overlay to the original images. For captions, we
append the numbers of the shortcut as extra tokens at the end of the caption.
Some examples of image-caption pairs with added shortcuts can be seen in
Figure 6.D.1.
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If contrastive losses learn task-optimal representations, then the presence
of synthetic shortcuts should not negatively impact the evaluation perfor-
mance, since synthetic shortcuts represent additional information and the
remaining task-relevant information is intact. By incorporating synthetic
shortcuts into the image-caption dataset, the shared information would in-
clude the information that was originally shared and the synthetic shortcut:
S+ = S + SSynSC. Hence, the task-relevant information would comprise
caption-specific information that was originally shared and a synthetic short-
cut: R+ = CA + CB + S + SSynSC. If injecting a synthetic shortcut influences
the performance negatively, we can conclude that by learning to represent a
synthetic shortcut the model suppresses other task-relevant information in fa-
vor of the shortcut, hence the representation is not task-optimal. The setup is
inspired by the “datasets with explicit and controllable competing features,”
introduced by (Chen et al., 2021a), but we adapt this setup to the VL scenario.

For experiments, we use the Flickr30k and MS-COCO image-caption
datasets, that consist of image-caption tuples, each image is associated with
five captions. During training, we sample a batch of image-caption pairs
B = {(xi

I , xi
Cj
), . . . }|B|i=1, from dataset D, and apply shortcut sampling. We

inject the shortcuts in a manner that preserves the original information of the
images and captions. Furthermore, we append the shortcut after applying data
augmentations to ensure that the shortcut is present in both the images and
captions (i.e., the shortcut is not augmented away). We refer to Figure 6.D.1 for
some examples. The training, evaluation, and implementation details of the
shortcut sampling are provided in Appendix 6.D.4.

We define the following experimental setups:
I No shortcuts: As a baseline, we fine-tune a pre-trained CLIP (Radford et

al., 2021) and train VSE++ (Faghri et al., 2018) from scratch on Flickr30k
and MS-COCO, without using any shortcuts. The experimental setup
for training both models is provided in Appendix 6.D.2 and 6.D.3. The
goal of this setup is to show the retrieval evaluation performance without
adding any shortcuts for both a large-scale pre-trained foundation model
and a small-scale model trained from scratch.

II Unique shortcuts: We add a unique shortcut to each image-caption tu-
ple i ∈ D in the dataset. In this setup, each image caption pair can be
uniquely matched during training by only detecting the shortcut. For
each tuple i ∈ D, we use the number i as the number of the shortcut
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we inject to the image and captions in the tuple. If the contrastive loss
learns task-optimal representations, the downstream evaluation perfor-
mance should not decrease when training with unique shortcuts.

III Unique shortcuts on only one modality: To show that the shortcuts do not
interfere with the original task-relevant information (S, CA, and CB) of the
images and captions, we create a dataset with only shortcuts on either the
image or caption modality. Therefore, the shortcut cannot be used by the
encoders to match an image-caption pair. Hence, we expect the encoders
to ignore the shortcuts and extract the features from the original data
similar to the features learned by the baseline models in experimental
setup I.

IV N bits of shortcuts: In this setup, for each image-caption pair in the train-
ing batch B, we randomly sample a shortcut number from the range
[0, 2n], where n is the number of bits. The higher the value of n, the
more image-caption pairs in the training batch will have by expectation a
unique shortcut, and, the less the model has to rely on S and the remain-
ing task-relevant information to solve the contrastive objective. The goal
of this setup is to show that, the more unique (shortcut) information is
present per sample in the batch, the less contrastive models rely on the
remaining task-relevant information.

It should be noted that the shortcuts we add are independent of the image-
caption pairs. However, the goal of the SVL framework is to measure the effect
of the presence of additional easy-to-detect shared information on the learned
representations.

Evaluation method. To show the effect of the injected shortcuts on retrieval
evaluation performance, we evaluate both with and without adding the short-
cuts during evaluation. When training with unique shortcuts, we add a unique
shortcut to each tuple in the test set as well. When training with shortcuts on
either one of the two modalities, we only evaluate without shortcuts to show
that training with shortcuts on one modality does not influence performance.
When training with n bits of shortcuts, we add the shortcut mod (i, n) (mod-
ulo) to each tuple i in the evaluation set, to make sure we use the same number
of shortcuts during evaluation as during training. To facilitate the reproducibil-
ity of our work and support further research, we provide the code with this
chapter.2

2 https://github.com/MauritsBleeker/svl-framework

https://github.com/MauritsBleeker/svl-framework
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6.4 synthetic shortcuts and their impact on
the learned representations and evalua-
tion performance

6.4.1 Findings

First, we train and evaluate both a CLIP and VSE++ without shortcuts on
the Flickr30k and MS-COCO dataset for the image-caption retrieval task as a
baseline. We use the recall sum (i.e., the sum of R@1, R@5, and R@10 for both
i2t and t2i retrieval) as evaluation metric (see Appendix 6.B.1 for the evaluation
task description). We visualize the results in Figure 6.3. The dotted line (in
Figure 6.3a and 6.3b) indicates the maximum evaluation score (i.e., 600). For
CLIP, we also provide the zero-shot performance of the model, indicated by
the dashed line in Figure 6.3a. When referring to specific results in Figure 6.3,
we use the color of the corresponding bar and legend key in brackets in the
text.

Based on Figure 6.3, we draw the following conclusions:
I When training CLIP and VSE++ with only shortcuts on either the caption

modality (in Figure 6.3, the corresponding bar/legend box is colored
) or on the image modality ( , in Figure 6.3), we do not observe a drop
in evaluation scores for CLIP compared to the baseline model ( , in
Figure 6.3a). For VSE++ we only observe a slight drop in evaluation score
when training with shortcuts on the caption modality (again , mainly
for MS-COCO, in Figure 6.3b). Therefore, we conclude that the synthetic
shortcuts do not interfere with the original shared information S or other
task-relevant information.

II When training the models with unique shortcuts, we observe for both CLIP
and VSE++ that when evaluating with shortcuts ( , in Figure 6.3), the
models obtain a perfect evaluation score. When evaluating without short-
cuts ( , in Figure 6.3) the evaluation score for VSE++ drops to zero
and for CLIP below the zero-shot performance. We conclude that with
unique shortcuts: (i) both CLIP and VSE++ fully rely on the shortcuts
to solve the evaluation task, (ii) VSE++ has not learned any other shared
or task-relevant information other than the shortcuts (since it is trained
from scratch, only detecting the shortcuts is sufficient to minimize the
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(a) Evaluation scores for CLIP, applying different setups of shortcut sampling.

0 1 2 3 4 5 6 7 8 9 10111213

Flickr30k

0

100

200

300

400

500

600

Re
ca

ll 
su

m

Number of bits
0 1 2 3 4 5 6 7 8 9 10111213

MS-COCO

0

100

200

300

400

500

600

Number of bits
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Figure 6.3: The effect of synthetic shortcuts on the performance of CLIP and VSE++,

when evaluated on the ICR task. The dotted line indicates the maximum evaluation

score for the recall sum. For CLIP we indicate with the dashed line the zero-shot

evaluation performances. (Best viewed in color.)

contrastive loss), and (iii) fine-tuned CLIP has suppressed original fea-
tures from the zero-shot model in favor of the shortcuts.

III When training the models with N bits of shortcuts, we observe for both
CLIP and VSE++ that the larger the number of bits we use during training
and when evaluating without shortcuts ( , in Figure 6.3), the bigger the
drop in evaluation performance. When we evaluate with shortcuts ( ,
in Figure 6.3), the evaluation performance improves as we use more bits
compared to the baseline without shortcuts , in Figure 6.3). For
VSE++, evaluating without shortcuts ( , in Figure 6.3b) results in a
drop to zero when having a large number of bits. For CLIP, the evaluation
performance drops below the zero-shot performance. If we train with 0

bits of shortcuts (i.e., the shortcut is a constant) we do not observe any
drop or increase in evaluation scores for CLIP.
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6.4.2 Upshot

Given the findings based on Figure 6.3 we conclude that a contrastive loss
(i.e., InfoNCE) mainly learns the easy-to-detect minimal shared features among
image-caption pairs that are sufficient to minimize the contrastive objective
while suppressing the remaining shared and/or task-relevant information. If
contrastive losses are sufficient to learn task-optimal representations for image-
caption matching, these shortcuts should not adversely impact the evaluation
performance. Moreover, if the contrastive loss would only learn features that
are shared among the image and all captions (i.e, S), we should not observe
a drop in performance to 0 for the VSE++ model when training with unique
shortcuts, since there is still a lot of task-relevant information present in S.
Especially in a training setup where a model is trained from scratch or fine-
tuned on small datasets, the easy-to-detect features are likely not equivalent to
all task-relevant information in the images and captions. Hence, we conclude
that the contrastive loss itself is not sufficient to learn task-optimal represen-
tations of the images (and sufficient representations of captions) and that it
only learns the minimal easy-to-detect features that are needed to minimize
the contrastive objective.

6.5 reducing shortcut learning

In Section 6.4 we have shown that the contrastive loss mainly relies on the
minimal, easy-to-detect features shared among image-caption pairs while sup-
pressing remaining task-relevant information. In this section, we describe two
methods that help to reduce shortcut learning for contrastive learning on our
SVL framework: latent target decoding (Bleeker et al., 2023b) and implicit fea-
ture modification (Robinson et al., 2021). In Section 6.6, we present the evalua-
tion results.

6.5.1 Latent target decoding

Latent target decoding (LTD) (Bleeker et al., 2023b) is a method to reduce
predictive feature suppression (i.e., shortcut learning) for resource-constrained
contrastive image-caption matching. The contrastive objective (i..e, InfoNCE) is
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combined with an additional reconstruction loss, which reconstructs the input
caption from the latent representation of the caption zi

Cj
. Instead of reconstruct-

ing the tokens of the input caption in an auto-regressive manner (i.e., auto-
encoding), the caption is reconstructed non-auto-regressively, by mapping the
caption representation into the latent space of a Sentence-BERT (Reimers and
Gurevych, 2019; Song et al., 2020) and minimizing the distance (i.e., recon-
structing) between the reconstruction and the Sentence-BERT representation
of the caption xi

Cj
. The assumption is that the target generated by the Sentence-

BERT model contains all task-relevant information in the caption. Hence, by
correctly mapping the latent caption representation zi

Cj
into the latent space of

Sentence-BERT, the caption encoder cannot suppress any task-relevant infor-
mation or rely on shortcut solutions. LTD is implemented both as a dual-loss
objective (i.e., the contrastive loss and LTD are added up) and as an optimiza-
tion constraint while minimizing the InfoNCE loss, by implementing the loss
as a Lagrange multiplier.

Experimental setup. We use the LTD implementation and setup similar to
Bleeker et al. (2023b). We train both CLIP and VSE++ with LTD, implemented
as either dual loss or an optimization constraint. When implementing LTD as
a constraint, we try η ∈ {0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3} as bound values. Sim-
ilar to (Bleeker et al., 2023b), when implementing LTD as a dual loss, we use
β = 1 as balancing parameters. We train both with and without unique short-
cuts. We do this to show (i) what the performance improvement is compared
to using only InfoNCE, and (ii) to what degree LTD prevents full collapse to
shortcut features. For each model and dataset, we take the training setup that
results in the highest performance on the validation set.

6.5.2 Implicit feature modification

Implicit feature modification (IFM) (Robinson et al., 2021) is a method, orig-
inally introduced for contrastive representation learning for images, that ap-
plies perturbations to features learned by a contrastive loss (InfoNCE). IFM
perpetuates features that the encoders use during a training step to discrimi-
nate between positive and negative samples. By doing so, it removes some of
the features that are currently used to solve the discrimination task, to avoid
the InfoNCE loss to learn shortcut solutions. How much of the features are
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removed, is defined by a perturbation budget ϵ. IFM is implemented as a dual
loss in combination with the InfoNCE loss.

Experimental setup. We apply a similar experimental setup for IFM as for LTD.
We apply IFM both to CLIP and to VSE++, both with and without unique short-
cuts. Similar to (Robinson et al., 2021), we try different permutation budgets
ϵ, we try ϵ ∈ {0.05, 0.1, 0.2, 0.5, 1}. In line with the LTD setup, we take the
training setup that results in the highest performance on the validation set.

6.6 experimental results

6.6.1 Does latent target decoding reduce shortcut learning?

In Table 6.1 we summarize the effect of LTD on reducing shortcut learning.
For CLIP, for both the Flickr30k and MS-COCO dataset, we do not observe

an increase in recall scores when fine-tuning with LInfoNCE+LTD compared to
models that are only fine-tuned with LInfoNCE. LTD has originally been pro-
posed for resource-constrained VL models. We argue that the additional fea-
tures that LTD can extract are either already present in the pre-trained CLIP
model, or not relevant for the evaluation task. However, when fine-tuning
with LInfoNCE+LTD and in the presence of shortcuts in the training data, degra-
dation in recall scores is significantly lower than when fine-tuned only with
the LInfoNCE. This shows that LTD can reduce the suppression of features in
favor of the shortcut features when fine-tuning large-scale VL models.

Across the board, VSE++ models trained with the LInfoNCE+LTD loss consis-
tently outperform the LInfoNCE loss, both for i2t and t2i retrieval and both when
trained either with or without shortcuts, as indicated by higher recall@k scores;
this is consistent with the findings presented in (Bleeker et al., 2023b). For
both the Flickr30k and MS-COCO dataset, when trained with the LInfoNCE and
with shortcuts present in the training data, the model performance collapses to
around 0 in the absence of shortcuts (as we have seen in Section 6.4). However,
when we train with shortcuts in the training data and with LInfoNCE+LTD, we
observe, for both Flickr30k and MS-COCO, a significant gain in performance.
The performance improvement is bigger for Flickr30k than for MS-COCO. In
general, the recall scores are still significantly lower than training without short-
cuts, however, the models do not solely rely on the shortcuts anymore to min-
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Table 6.1: Mean and variance (over three training runs) recall@k evaluation scores for

the Flickr30k and MS-COCO datasets for image-to-text and text-to-image retrieval. We

train with two loss functions: LInfoNCE and LInfoNCE+LTD. We train either with (✓) or

without (✗) shortcuts. For the model trained with LInfoNCE+LTD, we provide the hyper-

parameters of the best-performing model. η indicates that the best-performing model

uses LTD implemented as an optimization constraint with bound η. β indicates that

the best-performing model uses LTD implemented as a dual-loss with β = 1.

i2t t2i

Loss SSynSC R@1 R@5 R@10 R@1 R@5 R@10 rsum

Flickr30k

CLIP

LInfoNCE ✗ 86.9± 0.1 97.4± 0.1 99.0± 0.0 72.4± 0.1 92.1± 0.0 95.8± 0.0 543.5± 1.1

LInfoNCE+LTD, β = 1 ✗ 86.5± 0.6– 97.1± 0.0↓ 98.5± 0.0↓ 72.4± 0.0– 92.3± 0.0↓ 95.9± 0.0↓ 542.8± 0.8–

LInfoNCE ✓ 57.2± 8.3 84.0± 4.8 91.0± 1.9 44.9± 4.5 74.9± 6.0 84.2± 2.5 436.2± 145.0

LInfoNCE+LTD, β = 1 ✓ 64.0± 1.3↑ 87.8± 0.9↑ 93.2± 0.8↑ 50.7± 0.6↑ 79.8± 0.7↑ 88.1± 0.5↑ 463.6± 17.3↑

VSE++

LInfoNCE ✗ 52.6± 1.1 79.8± 0.1 87.8± 0.1 39.5± 0.3 69.8± 0.0 79.4± 0.1 409.0± 4.0

LInfoNCE+LTD, η = 0.2 ✗ 54.1± 0.1↑ 81.1± 0.8↑ 88.6± 0.1↑ 42.5± 0.0↑ 71.9± 0.1↑ 81.3± 0.0↑ 419.6± 0.1↑

LInfoNCE ✓ 0.1± 0.0 0.6± 0.1 1.1± 0.1 0.1± 0.0 0.5± 0.0 1.0± 0.0 3.4± 0.6

LInfoNCE+LTD, η = 0.05 ✓ 24.7± 0.5↑ 51.8± 0.7↑ 65.6± 1.4↑ 20.7± 1.0↑ 49.2± 0.6↑ 62.6± 1.2↑ 274.6± 4.6↑

MS-COCO

CLIP

LInfoNCE ✗ 63.8± 0.3 86.1± 0.2 92.3± 0.0 46.3± 0.3 74.8± 0.1 84.1± 0.2 447.5± 0.5

LInfoNCE+LTD, β = 1 ✗ 63.8± 0.0– 86.1± 0.0– 92.3± 0.0– 46.3± 0.0– 74.7± 0.0– 84.1± 0.0– 447.4± 0.0–

LInfoNCE ✓ 13.6± 0.9 31.5± 2.4 42.2± 3.7 7.3± 0.6 22.1± 1.0 32.7± 1.7 149.4± 32.7

LInfoNCE+LTD, β = 1 ✓ 18.9± 0.1↑ 41.8± 0.1↑ 54.1± 0.1↑ 16.5± 0.0↑ 39.4± 0.0↑ 52.6± 0.1↑ 223.4± 0.2↑

VSE++

LInfoNCE ✗ 42.2± 0.1 72.7± 0.1 83.2± 0.1 30.9± 0.0 61.2± 0.1 73.5± 0.1 363.8± 2.3

LInfoNCE+LTD, η = 0.1 ✗ 43.6± 0.1↑ 73.5± 0.0↑ 83.7± 0.0↑ 32.4± 0.1↑ 62.5± 0.0↑ 74.7± 0.0 370.5± 0.1↑

LInfoNCE ✓ 0.0± 0.0 0.1± 0.0 0.2± 0.0 0.0± 0.0 0.1± 0.0 0.2± 0.0 0.7± 0.0

LInfoNCE+LTD, η = 0.01 ✓ 3.9± 0.0↑ 13.7± 0.6↑ 21.6± 0.9↑ 3.1± 0.2↑ 11.0± 1.6↑ 18.1± 3.0↑ 71.3± 3.6↑

imize the contrastive loss and are able during evaluation (in the absence of
shortcuts) to still correctly match image-caption pairs with each other. The
results in Table 6.1 show that LTD is able, in the presence of shortcuts in the
training data, to guide (small-scale) VL models that are trained from scratch
to not only learn the shortcut features that minimize the contrastive training
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Table 6.2: Mean and variance (over three training runs) recall@k evaluation scores for

the Flickr30k and MS-COCO datasets for image-to-text and text-to-image retrieval. We

train with two loss functions: LInfoNCE and LInfoNCE+IFM. We train either with (✓) or

without (✗) shortcuts. For the model trained with LInfoNCE+IFM, we provide the hyper-

parameters of the best-performing model.

i2t t2i

Loss SSynSC R@1 R@5 R@10 R@1 R@5 R@10 rsum

Flickr30k

CLIP

LInfoNCE ✗ 86.9± 0.1 97.4± 0.0 98.8± 0.0 72.8± 0.2 92.1± 0.0 95.6± 0.0 543.5± 1.3

LInfoNCE+IFM, ϵ = 0.05 ✗ 87.4± 0.1↑ 97.4± 0.2– 99.1± 0.0– 73.2± 0.0– 92.2± 0.0– 95.6± 0.0– 544.9± 0.2–

LInfoNCE ✓ 57.9± 0.3 84.6± 0.8 91.3± 0.0 43.9± 2.2 74.6± 0.8 84.4± 0.4 436.7± 18.8

LInfoNCE+IFM, ϵ = 0.1 ✓ 73.8± 0.8↑ 91.5± 0.5↑ 95.6± 0.0↑ 58.9± 0.1↑ 84.4± 0.1↑ 91.1± 0.2↑ 495.2± 5.7↑

VSE++

LInfoNCE ✗ 52.9± 0.2 80.5± 0.1 87.6± 0.4 40.5± 0.1 68.8± 0.4 78.9± 0.3 409.3± 2.6

LInfoNCE+IFM, ϵ = 0.05 ✗ 52.4± 0.2↓ 76.9± 0.1↓ 85.3± 0.0↓ 39.1± 0.0↓ 68.8–± 0.1 78.2± 0.1↓ 400.7± 0.0↓

LInfoNCE ✓ 0.1± 0.0 0.4± 0.0 0.8± 0.0 0.1± 0.0 0.4± 0.0 1.0± 0.0 2.9± 0.0

LInfoNCE+IFM, ϵ = 0.05 ✓ 0.0± 0.0– 0.6± 0.1– 0.9± 0.2– 0.1± 0.0– 0.5± 0.0– 1.0± 0.0– 3.2± 0.8–

MS-COCO

CLIP

LInfoNCE ✗ 63.5± 0.1 86.0± 0.3 92.2± 0.0 46.3± 0.0 74.7± 0.0 84.2± 0.0 446.9± 0.9

LInfoNCE+IFM, ϵ = 0.05 ✗ 63.0± 0.1↓ 86.6± 0.1↓ 92.6± 0.2↓ 47.2± 0.0↑ 75.6± 0.0↑ 84.5± 0.0↑ 449.5± 1.7↑

LInfoNCE ✓ 13.9± 0.0 32.7± 0.1 43.8± 0.0 8.8± 0.0 24.7± 0.2 35.5± 0.5 159.4± 3.4

LInfoNCE+IFM, ϵ = 0.05 ✓ 23.4± 1.5↑ 46.5± 2.7↑ 58.2± 2.5↑ 17.1± 0.3↑ 38.9± 0.9↑ 51.3± 1.0↑ 235.5± 43.8↑

VSE++

LInfoNCE ✗ 41.7± 0.3 72.5± 0.1 83.1± 0.1 31.3± 0.0 61.1± 0.0 73.6± 0.0 363.4± 0.4

LInfoNCE+IFM, ϵ = 0.05 ✗ 40.2± 0.0↓ 70.8± 0.1↓ 81.6± 0.1↓ 30.8± 0.0↓ 61.5± 0.0↑ 74.3± 0.0↑ 359.3± 1.1↓

LInfoNCE ✓ 0.0± 0.0 0.1± 0.0 0.2± 0.0 0.0± 0.0 0.1± 0.0 0.2± 0.0 0.6± 0.0

LInfoNCE+IFM, ϵ = 0.05 ✓ 0.0± 0.0– 0.1± 0.0– 0.2± 0.0 – 0.0± 0.0– 0.1± 0.0– 0.2± 0.0– 0.7± 0.0–

objective but also represent other remaining task-relevant features in the data
that are not extracted by LInfoNCE.

6.6.2 Does implicit feature modification reduce shortcut learning?

In Table 6.2 we summarize the effect of IFM on reducing shortcut solutions.
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For CLIP, we observe that LInfoNCE+IFM, when training without shortcuts in
the training data, only improves performance for the MS-COCO dataset for
the t2i task. However, for both Flickr30k and MS-COCO we observe that,
when training with unique shortcuts in the training data, fine-tuning with
LInfoNCE+IFM results in a significantly lower performance drop in recall score
than when fine-tuning with the LInfoNCE. Similar to LTD, the recall@k scores
are still lower than when trained without shortcuts in the training data. We
conclude that IFM is sufficient to reduce the suppression of features in favor of
the shortcut features when fine-tuning a large-scale VL model, as indicated by
higher recall@k scores when evaluating without shortcuts.

For VSE++, both for the Flickr30k and MS-COCO dataset, we do not observe
that LInfoNCE+IFM outperforms the LInfoNCE, both with and without shortcuts
present in the training data. We even observe that LInfoNCE+IFM, when train-
ing without shortcuts, results in a decrease in performance across all recall@k
metrics. When training with LInfoNCE+IFM and with unique shortcuts in the
training data, the evaluation performance still collapses to around 0. The re-
sults in Table 6.2 show that IFM is not sufficient to prevent models trained from
scratch from fully collapsing to the artificial shortcut solutions we introduce in
this work (as opposed to LTD).

6.6.3 Upshot

In this section, we have evaluated two methods for reducing shortcut learn-
ing on our SVL framework: LTD and IFM. LTD proves effective in reducing
shortcut learning for both CLIP and VSE++. IFM demonstrates its efficacy
solely during the fine-tuning of CLIP. These findings indicate that our SVL
framework is a challenging and interesting framework to study and evaluate
shortcut learning for contrastive VL models. Moreover, our results show that
shortcut learning is only partially addressed by the evaluated methods since
the evaluation results are not on par with the results on data lacking synthetic
shortcuts.
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6.7 related work

We discuss related work on multi-view representation learning, vision-
language learning, and shortcut learning.

6.7.1 Multi-view representation learning

To learn the underlying semantics of the training data, a subgroup of repre-
sentation learning methods involves training neural encoders that maximize
the agreement between representations of similar views (van den Oord et al.,
2018; Hjelm et al., 2019; Chen et al., 2020c; Radford et al., 2021; Bardes et al.,
2022). In general, for uni-modal representation learning, data augmentations
are used to generate different views of the same data point. One of the core
assumptions in multi-view representation learning is that each view shares
the same task-relevant information (Sridharan and Kakade, 2008; Zhao et al.,
2017; Federici et al., 2020; Tian et al., 2020a; Shwartz-Ziv and LeCun, 2023).
However, the optimal view for contrastive self-supervised learning (SSL) (i.e.,
which information is shared among views/which data augmentation is used)
is task-dependent (Tian et al., 2020b; Xiao et al., 2021). Therefore, maximiz-
ing the mutual information (MI) between representations of views (i.e., shared
information) does not necessarily result in representations that generalize bet-
ter to down-stream evaluation tasks, since the representations may contain too
much additional noise that is irrelevant for the downstream task (Tian et al.,
2020b; Tschannen et al., 2020). An open problem in multi-view SSL is to learn
representations that contain all task-relevant information from views where
each view contains distinct, task-relevant information (Shwartz-Ziv and LeCun,
2023), this is especially a problem in the multi-modal learning domain (Zong
et al., 2023).

Chen et al. (2021a) investigate multi-view representation learning for images
using contrastive losses. They demonstrate that when multiple competing fea-
tures exist that redundantly predict the match between two views, contrastive
models tend to focus on learning the easy-to-represent features while suppress-
ing other task-relevant information. This results in contrastive losses mainly
capturing the easy features, even if all task-relevant information is shared be-
tween the two views, suppressing the remaining relevant information.
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Several optimization objectives have been introduced to either maximize the
lower bound on the MI between views and their latent representations (van
den Oord et al., 2018; Bachman et al., 2019; Hjelm et al., 2019; Tian et al.,
2020a) or minimize the MI between representations of views while keeping
the task-relevant information (Federici et al., 2020; Lee et al., 2021). To learn
more task-relevant information that either might not be shared between views
or that is compressed by a contrastive loss, several works proposed additional
reconstruction objectives to maximize the MI between the latent representation
and input data (Tsai et al., 2021; Wang et al., 2022a; Bleeker et al., 2023b; Li
et al., 2023b). Liang et al. (2023) introduce a multimodal contrastive objective
that factorizes the representations into shared and unique information, while
also removing task-irrelevant information by minimizing the upper bound on
MI between similar views.

6.7.2 Vision-language representation learning

The goal of VL representation learning is to combine information from the
visual and textual modalities into a joint representation or learn coordinated
representations (Baltrusaitis et al., 2019; Guo et al., 2019b). The representation
learning approaches can be separated into several groups.

Contrastive methods represent one prominent category of VL representation
methods. The approaches in this group are typically dual encoders. Early
methods in this category are trained from scratch; for instance, (Frome et al.,
2013) proposed a VL representation learning model that features a skip-gram
language model and a visual object categorization component trained with
the hinge rank loss. Another subgroup of methods uses a dual encoder with
a hinge-based triplet loss (Kiros et al., 2014; Lee et al., 2018; Li et al., 2019a).
(Kiros et al., 2014) use the loss for training a CNN-RNN dual encoder. Li et al.
(2019a) leverage bottom-up attention and graph convolutional networks (Kipf
and Welling, 2017) to learn the relationship between image regions. (Lee et
al., 2018) add stacked cross-attention to use both image regions and words as
context.

More recently, contrastive approaches involve transformer-based dual en-
coders trained with more data than the training data from the evaluation set(s).
ALBEF (Li et al., 2021) propose to contrastively align unimodal representations
before fusion, while X-VLM (Zeng et al., 2022) employs an additional cross-
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modal encoder to learn fine-grained VL representations. Florence (Yuan et
al., 2021) leverages various adaptation models for learning fine-grained object-
level representations. CLIP (Radford et al., 2021), a scaled-up dual encoder,
is pre-trained on the task of predicting which caption goes with which image.
ALIGN (Jia et al., 2021) uses a simple dual encoder trained on over a billion
image alt-text pairs. FILIP (Yao et al., 2022) is a transformer-based bi-encoder
that features late multimodal interaction meant to capture fine-grained repre-
sentations. SLIP (Mu et al., 2022) combines language supervision and image
self-supervision to learn visual representations without labels. DeCLIP (Li
et al., 2022b) proposes to improve the efficiency of CLIP pretraining using
intra-modality self-supervision, cross-modal multi-view supervision, and near-
est neighbor supervision.

Another line of work includes learning VL representations using models
that are inspired by BERT (Devlin et al., 2019). ViLBERT (Lu et al., 2019) and
LXMERT (Tan and Bansal, 2019) expand upon BERT by introducing a two-
stream architecture, where two transformers are applied to images and text
independently, which is fused by a third transformer in a later stage. B2T2 (Al-
berti et al., 2019), VisualBERT (Li et al., 2019b), Unicoder-VL (Li et al., 2020a),
VL-BERT (Su et al., 2020), and UNITER (Chen et al., 2020d) propose a single-
stream architecture, where a single transformer is applied to both images and
text. Oscar (Li et al., 2020c) uses caption object tags as anchor points that
are fed to the transformer alongside region features. BEIT-3 (Wang et al., 2023)
adapt multiway transformers trained using cross-entropy loss (Bao et al., 2022).

Another category of methods for learning VL representations are generative
methods, that imply learning VL representation by generating new instances of
one modality conditioned on the other modality. For instance, BLIP (Li et al.,
2022a) bootstraps captions by generating synthetic captions and filtering out
the noisy ones; BLIP-2 (Li et al., 2023a) bootstraps VL representation learning
and, subsequently, vision-to-language generative learning. On the other hand,
Tschannen et al. (2023) propose to pretrain a encoder-decoder architecture via
the image captioning task.

6.7.3 Shortcut learning

Geirhos et al. (2020) define shortcuts in deep neural networks as “decision
rules that perform well on standard benchmarks but fail to transfer to more
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challenging testing conditions, such as real-world scenarios.” In the context of
deep learning, a shortcut solution can also be seen as a discrepancy between
the features that a model has learned during training and the intended features
that a model should learn to perform well during evaluation. For example,
shortcuts might be features that minimize the training objective but are much
easier to detect than the intended features that are relevant to the evaluation
task. Shortcut learning can be caused by biases in the dataset or inductive
biases in either the network architecture or training objective.

Hermann and Lampinen (2020) design a dataset with multiple predictive
features, where each feature can be used as a label for an image classification
task. The authors show that in the presence of multiple features that each
redundantly predict the target label, the deep neural model chooses to repre-
sent only one of the predictive features that are the easiest to detect, i.e., the
model favors features that are easy to detect over features that are harder to
discriminate. Next to that, they show that features that are not needed for a
classification task, are in general suppressed by the model instead of captured
in the learned latent representations.

Robinson et al. (2021) show that contrastive losses can have multiple local
minima, where different local minima can be achieved by suppressing features
from the input data (i.e., the model learns a shortcut by not learning all task-
relevant features). To mitigate the shortcut learning problem, Robinson et al.
(2021) propose implicit feature modification, a method that perpetuates the
features of positive and negative samples during training to encourage the
model to capture different features than the model currently relies on.

Scimeca et al. (2022) design an experimental set-up with multiple shortcut
cues in the training data, where each shortcut is equally valid w.r.t. predicting
the correct target label. The goal of the experimental setup is to investigate
which cues are preferred to others when learning a classification task.

Latent target decoding (LTD) is a method to reduce predictive feature sup-
pression (i.e., shortcuts) for resource-constrained contrastive ICR by recon-
structing the input caption in a non-auto-regressive manner. Bleeker et al.
(2023b) argue that most of the task-relevant information for the ICR task is cap-
tured by the text modality. Hence, the focus is on the reconstruction of the text
modality instead of the image modality. Bleeker et al. (2023b) add a decoder to
the learning algorithm, to reconstruct the input caption. Instead of reconstruct-
ing the input tokens, the input caption is reconstructed in a non-autoregressive
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manner in the latent space of a Sentence-BERT (Reimers and Gurevych, 2019;
Song et al., 2020) model. LTD can be implemented as an optimization con-
straint and as a dual-loss. Li et al. (2023b) show that contrastive losses are
prone to feature suppression. They introduce predictive contrastive learning
(PCL), which combines contrastive learning with a decoder to reconstruct the
input data from the latent representations to prevent shortcut learning.

Adnan et al. (2022) measure the MI between the latent representation and
the input as a domain agnostic metric to find where (and when) in training
the neural network relies on shortcuts in the input data. Their main finding is
that, in the presence of a shortcut, the MI between the input data and the latent
representation of the data is lower than without a shortcut in the input data.
Hence, the latent representation captures less information of the input data in
the presence of the shortcut and mainly relies on the shortcut to predict the
target.

6.7.4 Our focus

In this chapter, we focus on the problem of shortcut learning for VL in the
context of multi-view VL representation learning with multiple captions per
image. In contrast with previous (uni-modal) work on multi-view learning,
we consider different captions matching to the same image as different views.
We examine the problem by introducing a framework of synthetic shortcuts
designed for VL representation learning, which allows us to investigate the
problem in a controlled way. For our experiments, we select two prevalent
VL models that are solely optimized with the InfoNCE loss: CLIP, a large-
scale pre-trained model, and VSE++, a model trained from scratch. We select
models that are solely optimized with a contrastive loss, to prevent measuring
the effect of other optimization objectives on the shortcut learning problem.

6.8 discussion and conclusion

In this chapter, we focus on the shortcut learning problem of contrastive learn-
ing in the context of vision-language (VL) representation learning with mul-
tiple captions per image. We have proposed synthetic shortcuts for vision-
language (SVL): a training and evaluation framework to examine the problem
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of shortcut learning in a controlled way. The key component of this framework
is synthetic shortcuts that we add to image-text data. Synthetic shortcuts repre-
sent additional, easily identifiable information that is shared between images
and captions. We fine-tune CLIP and train a VSE++ model from scratch using
our training framework to evaluate how prone contrastive VL models are to
shortcut learning. Next, we have evaluated how shortcut learning can be par-
tially mitigated using latent target decoding and implicit feature modification.

Main Findings. We have conducted experiments on two distinct VL mod-
els, CLIP and VSE++, and have evaluated the performance on Flickr30k and
MS-COCO. We have found that when training with unique shortcuts, CLIP
suppresses pre-trained features in favor of the shortcuts. VSE++ only learns
to represent the shortcuts, when using unique shortcuts, showing that none
of the remaining task-relevant (both shared and unique) information is cap-
tured by the encoders when training a model from scratch. When using n
bits of shortcuts, we have shown that the more bits we use, the more the con-
trastive VL models rely on the synthetic shortcuts. Our results demonstrate
that contrastive VL methods tend to depend on easy-to-learn discriminatory
features shared among images and all matching captions while suppressing
the remaining task-relevant information. Therefore, have answered the first
part of the fifth research question of this thesis positively: we demonstrate that
contrastive image-text methods predominantly rely on shortcuts when present
in image-text training data. Next, we have evaluated two methods for reducing
shortcut learning on our framework of synthetic shortcuts for image-caption
datasets. Both methods partially mitigate shortcut learning when training and
evaluating with our shortcut learning framework. Thus, we also answered the
second part of the fifth research question of this thesis: we can reduce shortcuts
in contrastive image-text representation learning, however, only to a certain ex-
tent. These findings show that our framework is a challenging framework to
study and evaluate shortcut learning for contrastive VL and underline the com-
plexity of our framework in studying and evaluating shortcut learning within
the context of contrastive VL representation learning.

Implications. The implications of our findings are twofold. First, we exam-
ine the limitations of contrastive optimization objectives for VL representation
learning, demonstrating that they predominantly capture features that are eas-
ily discriminable but may not necessarily constitute task-optimal representa-
tions. Second, this chapter contributes a novel framework for investigating the
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shortcut learning problem in the context of VL representation learning with
multiple captions per image, providing insights into the extent to which mod-
els rely on shortcuts when they are available and how existing shortcut reduc-
tion methods are capable of reducing shortcut learning when training with our
framework.

Limitations. Some of the limitations of this chapter are related to the fact that
we focused on two specific models, one optimization objective (InfoNCE), and
two datasets, and the generalizability of our findings to other VL models, op-
timization objectives, and datasets warrants further exploration. Additionally,
the synthetic shortcuts introduced in this chapter are not dependent on image-
caption pairs. Our training and evaluation setup shows that, in the presence of
shortcuts in the training data, contrastive VL models mainly rely on the easy-
to-detect shortcut features, which indicates that the InfoNCE loss cannot learn
tasks-optimal representations for VL tasks when multiple captions are used for
training. However, it remains unclear to what degree the unique information
of the captions is captured by the contrastive loss VL models.

Future Work. We suggest working on the development of optimization objec-
tives that specifically address the shortcut learning problem for VL training
with multiple captions per image. Moreover, we suggest extending our syn-
thetic shortcuts for image-caption datasets to a framework with unique (short-
cut) information per caption. By having unique shortcut information per cap-
tion, it becomes possible to measure how much of the shared/caption-specific
shortcut information is captured by the encoder models. Another direction
for future research includes investigating alternative training strategies or loss
functions to further mitigate shortcut learning problems. More generally, we
encourage the exploration of the generalizability of our findings across var-
ious VL models, different optimization functions (i.e., non-contrastive), and
datasets.



Chapter Appendix

6.A notation and variables

Table 6.A.1: Overview of the notation and variables used throughout Chapter 6.

Symbol Description

LInfoNCE InfoNCE loss

LInfoNCE+LTD Loss that combines InfoNCE and latent target decoding (LTD)

LInfoNCE+IFM Loss that combines InfoNCE and implicit feature modification (IFM)

D
Dataset D that comprises N image-caption tuples: D =

{(
xi
I , {xi

Cj
}k

j=1

)}N

i=1
;

i-th image-caption tuple in the dataset D consist out of an image xi
I

and k associated captions {xi
Cj
}k

j=1

B Batch of image-caption pairs

xI Image

xC Caption

zI Latent representation of image xI

zC Latent representation of caption xC

zSUF
C→I Latent representation of the caption xC that is sufficient for the image xI

zSUF
I→C Latent representation of the image xI sufficient for the caption xC

zMIN
I→C Latent representation of the image xI that is minimal sufficient for the caption xC

zOPT
I→K

Latent representation of the image xI that is optimal for the set of captions K
given the task T

R Task-relevant information

¬R Task-irrelevant information

C Task-relevant information specific for a caption xC

SSynSC Synthetic shortcut

S Original shared information

S+ Shared information that includes synthetic shortcut

R+ Task-relevant information that contains synthetic shortcut

fθ(·)
Image encoder parametrised by θ; takes image xI as input and returns
its latent representation zI : zI := fθ(xI)

gϕ(·)
Caption encoder parametrised by ϕ; takes caption xC as input and returns
its latent representation zC : zC := gϕ(zC)
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6.B problem definition and assumptions

In this chapter, we solely focus on contrastive VL representation learning. We
work in a setting where we investigate the problem by fine-tuning a large pre-
trained foundation model (CLIP, Radford et al., 2021) and training a resource-
constrained image-text method from scratch (VSE++, Faghri et al., 2018). We
train and evaluate using two benchmark datasets where multiple captions per
image are available: Flickr30k (Young et al., 2014) and MS-COCO Captions
(Lin et al., 2014). Both datasets come with 5 captions per image. We work in a
dual-encoder setup, i.e., we have a separate image and caption encoder, which
do not share parameters.

6.b.1 Evaluation task

The image-caption retrieval (ICR) evaluation task, consists of two sub-tasks:
image-to-text (i2t) and text-to-image (t2i) retrieval. In ICR, either an image or
a caption is used as a query and the goal is to rank a set of candidates in the
other modality. In this work, we follow the standard ICR evaluation procedure
(see, e.g., Faghri et al., 2018; Lee et al., 2018; Li et al., 2019a). The evaluation
metric for the ICR task is recall@k, with k = {1, 5, 10}. For t2i retrieval, there
is one matching/positive image per query caption (when using the Flickr30k
or MS-COCO or dataset). Hence, the recall@k metric represents how often the
correct image is present in the top-k of the ranking. For i2t retrieval, however,
there are 5 matching captions per image. Therefore, only the highest-ranked
correct caption is taken into account when measuring the recall@k (i.e., in the
highest-ranked caption present in the top k). Standard practice to select the best
model checkpoint during training is to use the recall sum (rsum) as a validation
metric. The recall sum is the sum of recall at 1, 5, and 10, for both i2t and t2i.
Therefore, the maximum value of the recall sum is 600.

6.b.2 Assumptions

Throughout this chapter, we rely on several assumptions about the problem
definition. Our assumptions are defined at the level of an image-text tuple.
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Following Section 6.2, we formalize the assumptions on the case where one
image is associated with two captions:

(
xI , {xCA

, xCB
}
)

.

Assumption 1. Each caption in the tuple contain information that is distinct from
the other captions in the tuple and all captions and image in the tuple contain shared
and unique information:

I(xI ; xCA
; xCB

) > 0

I(xI ; xCA
| xCB

) > 0, I(xI ; xCB
| xCA

) > 0.

Assumption 2. Task-relevant information R is the combination of all the information
shared between an image and each caption in the tuple:

R = I(xI ; xCA
| xCB

) + I(xI ; xCB
| xCA

) + I(xI ; xCA
; xCB

).

6.C analysis of contrastive learning for mul-
tiple captions per image

Theorem 6.1 (Suboptimality of contrastive learning with multiple captions per
image). Given an image xI , a set of matching captions C = {xCA

, xCB
}, and a con-

trastive learning loss function LInfoNCE that optimizes for task T, image representa-
tions learned during contrastive learning will be minimal sufficient and will never be
task-optimal image representations. More formally, assume that:

(H1) ∀i, j ∈ {A, B} such that i ̸= j, I(zMIN
I→Ci

; xCi
) = I(xI ; xCi

| xCj
) +

I(xI ; xCi
; xCj

).

(H2) ∃i, j ∈ {A, B} with i ̸= j such that I(xI ; xCi
| xCj

) > 0.

Then the following holds:

(T2) ∃ i ∈ {A, B} such that I(zOPT
I→C ; xCA

xCB
) > I(zMIN

I→Ci
; xCi

).

Proof. Following Eq. 6.1 we define a task-optimal representation of an image
xI w.r.t. all matching captions in C as:

I(zOPT
I→C ; xCA

xCB
) = I(xI ; xCA

| xCB
)︸ ︷︷ ︸

CA

+ I(xI ; xCB
| xCA

)︸ ︷︷ ︸
CB

+ I(xI ; xCA
; xCB

)︸ ︷︷ ︸
S

.
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Furthermore, following Definition 6.2.3, we define minimal sufficient repre-
sentations of image xI w.r.t. each matching caption in C as a combination of
caption-specific and shared information:

I(zMIN
I→CA

; xCA
) = I(xI ; xCA

| xCB
)︸ ︷︷ ︸

CA

+ I(xI ; xCA
; xCB

)︸ ︷︷ ︸
S

I(zMIN
I→CB

; xCB
) = I(xI ; xCB

| xCA
)︸ ︷︷ ︸

CB

+ I(xI ; xCA
; xCB

)︸ ︷︷ ︸
S

.

Following assumption H2, for at least one caption xC ∈ C associated with the
image xI , caption-specific information is positive. Therefore, we consider two
cases:

• If caption-specific information of xCA
is positive, that is, if I(xI ; xCA

|
xCB

) > 0:

I(xI ; xCA
| xCB

) + I(xI ; xCB
| xCA

) + I(xI ; xCA
; xCB

)︸ ︷︷ ︸
(zOPT

I→C ; xCA
xCB

)

>

I(xI ; xCB
| xCA

) + I(xI ; xCA
; xCB

)︸ ︷︷ ︸
I(zMIN

I→CB
; xCB

)

⇒

⇒ I(zOPT
I→C ; xCA

xCB
) > I(zMIN

I→CB
; xCB

).

• Similarly, if caption-specific information of xCB
is positive, that is, if

I(xI ; xCB
| xCA

) > 0:

I(xI ; xCA
| xCB

) + I(xI ; xCB
| xCA

) + I(xI ; xCA
; xCB

)︸ ︷︷ ︸
(zOPT

I→C ; xCA
xCB

)

>

I(xI ; xCA
| xCB

) + I(xI ; xCA
; xCB

)︸ ︷︷ ︸
I(zMIN

I→CA
; xCA

)

⇒

⇒ I(zOPT
I→C ; xCA

xCB
) > I(zMIN

I→CA
; xCA

).

Therefore, we show that in a setup where a single image is associated with
multiple captions, and given at least one caption contains caption-specific in-
formation, image representations learned contrastively w.r.t. associated cap-
tions would contain less information than task-optimal image representation:
∃ i ∈ {A, B} such that I(zOPT

I→C ; xCA
xCB

) > I(zMIN
I→Ci

; xCi
).
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6.D experimental setup

6.d.1 Datasets

Flickr30k consists of 31 000 images annotated with 5 matching captions (Young
et al., 2014).

MS-COCO consists of 123 287 images, each image annotated with 5 matching
captions (Lin et al., 2014). The original dataset was introduced for large-scale
object recognition.

For both datasets, we use the training, validation, and test splits from (Karpa-
thy and Li, 2015).

6.d.2 Models

We use CLIP and VSE++. Both consist of an image and a text encoder that do
not share parameters.

CLIP is a large-scale image-text foundation model (Radford et al., 2021). The
model is pre-trained on a collection of 400 million image-text pairs collected
from the Web. The encoders are pre-trained using a contrastive loss (InfoNCE)
on image-text pairs. The text encoder of consists of a 12-layer transformer
model, described in (Radford et al., 2019). As for the image encoder, CLIP
utilizes various model backbones, such as ResNet (He et al., 2016) and vision
transformer (Dosovitskiy et al., 2021). In this work, we use the ResNet-50

(‘RN50’) variant of the CLIP image encoder.3 The CLIP encoders are trained
to jointly understand images and text. Therefore, the learned representations
generalize to a wide range of different zero-shot (visual) evaluation tasks, such
as classification, without task-specific fine-tuning, by using textual prompts.

VSE++ is an image-caption encoder trained from scratch (Faghri et al., 2018).
The model features a triplet loss function with a margin parameter α = 0.2. The
text encoder is a one-layer gated recurrent unit (GRU) (Cho et al., 2014b). The
available image encoder configurations are ResNet-152 (He et al., 2016) and
VGG19 (Simonyan and Zisserman, 2015). In this work, we use ResNet-152.

3 https://github.com/openai/CLIP/

https://github.com/openai/CLIP/
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6.d.3 Training

CLIP. To fine-tune CLIP, we follow (Yuksekgonul et al., 2023). All models are
fine-tuned for 5 epochs. We employ a cosine-annealing learning rate schedule,
with a base learning rate of 2e − 5, and 100 steps of warm-up. As an optimizer,
we use AdamW (Loshchilov and Hutter, 2019) with a gradient clipping value
of 2. For the InfoNCE loss, we use the logit-scale (i.e., temperature τ) from the
pre-trained CLIP model and fine-tune the logit-scale end-to-end along with the
rest of the model parameters.

VSE++. The model is trained for 30 epochs using a linear learning rate sched-
ule with a base learning rate of 2e − 4. We use the Adam optimizer (Kingma
and Ba, 2015) with a gradient clipping value of 2. Instead of the triplet loss, we
use the InfoNCE loss similar to (Radford et al., 2021),

For both models, instead of selecting the best-performing model based on
the validation set scores, we use the final checkpoint at the end of training.

6.d.4 Shortcut sampling

Our goal is to add the shortcuts in a manner that preserves the original infor-
mation of the images and captions. For the captions, we append the shortcut
at the end of the captions. In order to prevent a tokenizer from tokenizing
the shortcut into a single token, we insert spaces between each number of the
shortcut. For the images, we place the numbers of the shortcuts at the top of
the images, evenly spaced across the entire width of the images (to make sure
the shortcut is evenly spaced across the feature map of the image). We always
use 6 digits to represent a shortcut. If a shortcut number contains fewer than 6

digits, we fill the remaining positions with zeros for padding. For the MNIST
images, we always sample a random image from the set of images representing
the number that belongs to (also during evaluation), to prevent overfitting on
specific MNIST images. In Figure 6.D.1, we provide four examples of image-
caption pairs with randomly added shortcuts. The examples in Figure 6.D.1
show (i) how synthetic shortcuts are added to the image and the caption, and
(ii) that the shortcuts preserve the original (task-relevant) information of the
images and captions.
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(a) Caption: “A bathroom sink with wood
finish cabinets. 0 3 9 9 6 5.”

(b) Caption: “A guy in a brown shirt has just
hit a tennis ball. 0 7 7 1 1 4.”

(c) Caption: “A man in shorts is lying on the
beach. 0 0 6 9 9 3.”

(d) Caption: “A player up to bat in a baseball
game. 1 0 1 9 9 2.”

Figure 6.D.1: Four random samples from the MS-COCO dataset including shortcuts

added on both the image and caption.





7
Conclusion

In this thesis, we have presented five research questions, centered around the
topic of multi-modal learning problems and algorithms. Throughout the the-
sis, we have focused on three modalities: (i) audio, (ii) image(s), and (iii) text.
The investigation of these three modalities has been centered around three
multi-modal tasks: (i) automatic speech recognition, (ii) scene text recognition, and
(iii) image-caption retrieval (or more broadly image-text representation learning).
We have divided this thesis into two parts. In Part 1, the main focus has
been on multi-modal sequence modeling (Chapter 2 and Chapter 3). For each se-
quence modeling task, we have studied in this thesis (automatic speech recog-
nition (ASR) and scene text recognition (STR)), we have introduced a novel
method: a hard negative mining approach for contextual ASR and a unified
network architecture for bidirectional STR. In Part 2, we have shifted our focus
to multi-modal representation learning for images and text (Chapter 4, Chapter 5,
and Chapter 6). We have investigated contrastive image-text representation
learning, where we have provided new insights into the understanding and
improvement of contrastive image-text methods.

In the final chapter of this thesis, we first summarize the research questions
and main findings outlined in each research chapter (Section 7.1). We conclude
with directions for future work (Section 7.2).

7.1 summary of findings

Part 1: Multi-modal sequence modeling

Research Question 1: Can we improve contextual automatic speech recognition by
introducing an efficient online hard negative phrase mining approach?
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In Chapter 2, which is based on (Bleeker et al., 2023a), we have answered
the first research question of this thesis positively by introducing approximate
nearest neighbour phrase (ANN-P) mining for contextual ASR. ANN-P mining is
an efficient, online hard negative mining approach that can be combined with
a context-aware transformer transducer. We show that using ANN-P mining
results in up to 7% relative word error rate reductions for the personalized
portion of the test data in streaming scenarios.

Research Question 2: Can we unify bidirectional multi-modal sequence modeling
into a single decoder architecture for scene text recognition?

In Chapter 3, which is based on (Bleeker and de Rijke, 2020), we have answered
the second research question of this thesis positively by introducing the bidi-
rectional scene text transformer (Bi-STET). Bi-STET is a novel transformer-based
bidirectional STR method with a single decoder for both decoding directions.
Bi-STET outperforms the bidirectional STR method by (Shi et al., 2018), which
uses two decoders, and performs on par with or outperforms other state-of-
the-art STR methods. Moreover, Bi-STET shows its strength in handling curved
and rotated text without specific rectification components.

Part 2: Image-text representation learning

Research Question 3: Do lessons from metric learning generalize to image-caption
retrieval?

In Chapter 4, which is based on (Bleeker and de Rijke, 2022), we have critically
examined a diverse set of metric learning functions and investigated if the
findings from metric learning generalize to the image-caption retrieval (ICR)
task. We have answered the third research question of this thesis negatively:
the lessons from metric learning do not generalize to the ICR task. To gain
a better understanding of why a certain loss function performs better than
others, we have introduced the counting contributing samples (COCOS) method.
The COCOS method shows us that, on average, the highest performing loss
function takes at most one negative sample into account when computing the
gradient. This is in contrast to the underperforming contrastive losses that
take too many (non-informative) negative samples into account in the gradient
computation.
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Research Question 4: Can we reduce predictive feature suppression for resource-
constrained contrastive image-text representation learning?

In Chapter 5, which is based on (Bleeker et al., 2023b), we have investigated the
problem of predictive feature suppression for resource-constrained ICR meth-
ods. We have answered the fourth research question of this thesis positively
by introducing latent target decoding (LTD). LTD is a reconstruction objective,
which can be combined with a contrastive loss, that reconstructs the input cap-
tion in a non-auto-regressive manner in the latent space of a general-purpose
sentence encoder (as opposed to reconstructing the input tokens). We show
that constraint-based LTD outperforms ICR methods that are solely trained
with a contrastive loss and that implementing LTD as an optimization con-
straint is more effective than a dual objective. Moreover, we show that LTD can
be applied with different contrastive losses and ICR methods, offering novel
solutions to reduce predictive feature suppression for resource-constrained
image-text representation learning.

Research Question 5: Can we demonstrate and reduce shortcuts in contrastive
image-text representation learning?

In Chapter 6, which is based on (Bleeker et al., 2024), we have taken another
look at image-text representation learning by investigating the shortcut learn-
ing problem. To answer this thesis’s fifth and final research question, we in-
troduced the synthetic shortcuts for vision-language (SVL) framework. The SVL
framework is a training and evaluation framework, that allows us to injecting
synthetic shortcuts into image-text data. By injecting synthetic shortcuts in a
controllable manner into the training and evaluation data, it becomes possi-
ble to measure (and therefore demonstrate) to what extent contrastive image-
text methods depend on a shortcut in the training data when minimizing the
contrastive objective. We find that contrastive image-text methods that are ei-
ther trained from scratch or fine-tuned with data containing these synthetic
shortcuts mainly learn to represent the shortcut features while suppressing
the remaining task-relevant information in the input data. Therefore, we con-
clude that contrastive losses are insufficient to learn task-optimal image-text
representations (i.e., contain all relevant information w.r.t. an evaluation task).
Finally, we examined two shortcut reduction methods on the SVL framework.
We find that shortcut solutions can partially be mitigated by using the short-
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cut reduction methods in some settings when training and evaluating with the
SVL framework.

7.2 future work

In the concluding section of each research chapter in this thesis, we have pre-
sented recommendations for future work (except for Chapter 2). In this sec-
tion, we take a step back and provide recommendations for future work from
a broader perspective. We focus on two broad directions: non-auto-regressive
visual-language models and inductive biases for efficient multi-modal repre-
sentation learning.

7.2.1 Non-auto-regressive visual-language models for multi-modal represen-
tation learning

Throughout this thesis, we mainly focused on contrastive image-text methods
for multi-modal representation learning. Since the introduction of large lan-
guage models (e.g., Radford et al., 2019; Brown et al., 2020b; Chowdhery et
al., 2023), visual-language models (VLMs) (e.g., Alayrac et al., 2022; Li et al.,
2022a; Wang et al., 2022b; Li et al., 2023a) have become popular as well. Most
VLMs use (frozen) pre-trained contrastive vision encoders as their backbone
for visual representations (Tong et al., 2024) (such as CLIP (Radford et al.,
2019)). However, solely using a contrastive optimization objective results in
visual (and textual) representations that seem to lack all kinds of linguistic
properties (Yuksekgonul et al., 2023; Tong et al., 2024) or represent a short-
cut (Chapter 6). Therefore, it might be possible that the strong performance
of VLMs primarily depends on the quality of the language decoder, and not
necessarily on the visual representations. As long as a text decoder of VLMs
is conditioned on the previously predicted tokens to generate the output se-
quence, it remains unclear to what extent textual and linguistic information
is captured by the visual representations. By using non-auto-regressive text
generation objectives during training, the vision encoder becomes a bottleneck
that is forced to capture all the linguistic information and understanding that
is needed to generate the output sequence (since the output does not depend
on the previously predicted tokens). In Chapter 5, we have started to explore
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non-auto-regressive textual reconstruction by introducing latent target decod-
ing. Furthermore, Tschannen et al. (2023) have taken the first step in large-scale
settings, by introducing a non-auto-regressive caption reconstruction objective
for transformer-based VLMs models trained from scratch. Nevertheless, we
are convinced that there is still significant potential to efficiently improve the
performance of the visual and textual representations and therefore we advo-
cate for the exploration of new non-auto-regressive training objectives in the
VLMs domain.

7.2.2 Multi-modal specific inductive biases for efficient representation learn-
ing

Many of the same representation learning principles are applied among differ-
ent modalities. For instance, InfoNCE-based losses serve as a prominent choice
of optimization function for audio (e.g., van den Oord et al., 2018; Baevski et
al., 2020), images (e.g., Chen et al., 2020c), image–text (e.g., Jia et al., 2021; Rad-
ford et al., 2021), and text (e.g., Reimers and Gurevych, 2019) representation
learning. However, in Chapter 6 and (Bleeker et al., 2024), we demonstrate
that the InfoNCE loss may not be ideal for capturing the one-to-many rela-
tionship between images and text. The success of joint-embedding image-text
encoder models, such as ALIGN (Jia et al., 2021), CLIP (Radford et al., 2021),
and Florence (Yuan et al., 2021), is predominantly attributed to the scale of the
training setup rather than modeling task and data inductive biases in either the
model or the optimization objective. As a result, to improve the performance
of joint-embedding image-text models without relying on the scale of the train-
ing setup, we advocate for the exploration of data and compute-efficient rep-
resentation learning methods that leverage data-specific inductive biases. The
overall objectives would be: (i) to improve the quality of the learned represen-
tations with a focus on specific applications, and (ii) to increase the data and
computational efficiency of the representation learning methods (considering
computational costs).
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Summary

In this thesis, we work on multi-modal learning problems and algorithms. To
that end, we center our investigations around three modalities: (i) audio, (ii) im-
age(s), and (iii) text. We focus on three evaluation tasks to study these modal-
ities: (i) automatic speech recognition (ASR), (ii) scene text recognition (STR), and
(iii) image-caption retrieval (ICR). We provide novel methods and insights into
two directions: multi-modal sequence modeling and multi-modal representa-
tion learning.

The first part of the thesis consists of two chapters focussing on multi-modal
sequence modeling. In Chapter 2, we propose an efficient online hard neg-
ative mining approach for contextual speech recognition: approximate nearest
neighbour phrase (ANN-P) mining. The goal of ANN-P mining is to improve the
model’s ability to disambiguate between similar-sounding phrases and hence
the prediction performance of the ASR model. We show that by mining hard
negative phrases from the latent space of the context encoder, up to 7% rela-
tive word error rate reduction can be achieved for the personalized test data in
streaming scenarios.

In Chapter 3, we introduce the bidirectional scene text transformer (Bi-STET).
Bi-STET is a bidirectional STR method. However, in contrast to other bidirec-
tional STR methods, Bi-STET uses a single decoder for both decoding direc-
tions. Due to the non-recurrent inductive bias of the transformer, it becomes
possible to condition the decoding direction of the output sequence at the in-
put level. We show that Bi-STET outperforms methods using two decoders and
performs on par or outperforms other state-of-the-art STR methods.

The second part of the thesis consists of three chapters focussing on con-
trastive multi-modal representation learning, specifically for images and text.
In Chapter 4, we explore the generalization of metric learning functions to the
ICR task. We find that the lessons from metric learning do not generalize to
the ICR task. To understand these empirical findings, we introduce the count-
ing contributing samples (COCOS) method. By using the COCOS method we
show that the best performing metric learning loss takes only one hard neg-
ative into account when computing the gradient. Additionally, the COCOS
method suggests that underperforming losses take too many (uninformative)
negative samples into account when computing the gradient.
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In Chapter 5, we investigate the problem of predictive feature suppression
for resource-constrained ICR methods. To reduce predictive feature suppres-
sion, we introduce latent target decoding (LTD). LTD is a non-recurrent recon-
struction objective that reconstructs the input caption in the latent space of a
sentence encoder. We show that LTD reduces predictive feature suppression,
by outperforming ICR methods that are solely optimized with a contrastive
loss. Furthermore, we find that implementing LTD as an optimization con-
straint is more effective than as a dual loss. Finally, we show that LTD can be
combined with different ICR methods and contrastive losses.

In Chapter 6, we investigate a different problem in image-text representa-
tion learning: shortcut learning. For image-text representation learning with
contrastive InfoNCE-based optimization objectives, it remains unclear if those
losses are suitable to capture all task-relevant information or if they rely on
a shortcut. To that end, we introduce the synthetic shortcuts for vision-language
(SVL) framework: a training and evaluation framework that allows us to inject
of synthetic shortcuts into image-text data. We show that, by using the SVL
framework, contrastive image-text methods predominantly learn shortcut fea-
tures when a shortcut is present in the training data. Hence, the InfoNCE loss
is not sufficient to learn to represent all task-relevant information in the data.
As a next step, we examine two shortcut reduction methods on the SVL frame-
work. We find that both methods partially mitigate shortcut learning when
training and evaluating with our SVL framework.



Samenvatting

In dit proefschrift onderzoeken we multi-modale leerproblemen en algorit-
men. Daartoe richten we ons onderzoek op drie modaliteiten: (i) audio, (ii) af-
beeldingen en (iii) tekst. We concentreren ons op drie evaluatietaken om deze
modaliteiten te bestuderen: (i) automatic speech recognition (ASR), (ii) scene text
recognition (STR) en (iii) image-caption retrieval (ICR). We bieden nieuwe meth-
oden en inzichten in twee richtingen: multi-modaal sequentiemodellering en
het leren van multi-modale representaties.

Het eerste deel van het proefschrift bestaat uit twee hoofdstukken die zich
richten op multimodaal sequentiemodellering. In Hoofdstuk 2 introduceren
we een efficiënt, online hard negative mining methode voor contextuele ASR: ap-
proximate nearest neighbour phrase (ANN-P) mining. Het doel van ANN-P min-
ing is het verbeteren van het vermogen van het ASR model om onderscheid te
maken tussen gelijk klinkende zinsdelen/woorden, en dus de transcripties van
het model te verbeteren. We laten zien dat, door de hard negatives te verkrijgen
uit de latent space van de context encoder, tot 7% relatieve reductie van de word
error rate kan worden bereikt voor het gepersonaliseerde deel van de testdata
in streamingscenario’s.

In Hoofdstuk 3 introduceren we bidirectional scene text transformer (Bi-STET).
Bi-STET is een bidirectionele STR-methode. Echter, in tegenstelling tot andere
bidirectionele STR-methoden maakt Bi-STET gebruik van één decoder voor
beide decodeerrichtingen. Vanwege de non-recurrente inductive bias van de
transformer, wordt het mogelijk om de decodeerrichting van de output op in-
putniveau te conditioneren. We laten zien dat Bi-STET beter presteert dan
methoden die twee decoders gebruiken. Daarnaast tonen we aan dat Bi-STET
op hetzelfde niveau of beter presteert dan andere state-of-the-art STR-methoden.

Het tweede deel van het proefschrift bestaat uit drie hoofdstukken die
zich richten op het leren van contrastieve multimodale representatie, speci-
fiek voor afbeeldingen en tekst. In Hoofdstuk 4 onderzoeken we de gen-
eralisatie van metric learning functies naar de ICR-taak. We constateren dat
de lessen uit metric learning niet generaliseren naar de ICR-taak. Om deze
empirische bevindingen te begrijpen, introduceren we de counting contribut-
ing samples (COCOS) methode. Door de COCOS-methode te gebruiken laten
we zien dat de best presterende optimalisatie functie met slechts één hard-
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negatieve rekening houdt bij het berekenen van de gradiënt. Bovendien sug-
gereert de COCOS-methode dat ondermaats presterende optimalisatie functies
te veel (niet-informatieve) negatieve samples meenemen bij het berekenen van
de gradiënt.

In Hoofdstuk 5 onderzoeken we het probleem van de onderdrukking van
voorspellende features in de input data voor ICR-methoden met beperkte train-
ingsmiddelen. Om de onderdrukking van voorspellende features te vermin-
deren, introduceren we latent target decoding (LTD). LTD is een niet-recurrente
reconstructiedoel dat de input tekst in de latent space van een zinsencoder re-
construeert. We laten zien dat LTD de onderdrukking van voorspellende fea-
tures vermindert, door beter te presteren dan ICR-methoden die uitsluitend
zijn geoptimaliseerd met een contrastieve optimalisatie functie. Bovendien vin-
den we dat het implementeren van LTD als een optimalisatie voorwaarde ef-
fectiever is als een dual optimalisatie functie. Ten slotte laten we zien dat LTD
kan worden gecombineerd met verschillende ICR-methoden en contrastieve
optimalisatie functies.

In Hoofdstuk 6 onderzoeken we een ander probleem bij het leren van
afbeelding-tekst representaties: het shortcut learning probleem. Voor het leren
van contrastieve afbeelding-tekst methoden met de op InfoNCE-gebaseerde op-
timalisatie functie, blijft het onduidelijk of deze optimalisatie functies geschikt
zijn om alle taakrelevante informatie vast te leggen, of dat ze afhankelijk wor-
den van een shortcut. Daartoe introduceren we synthetic shortcuts for vision-
language (SVL): een trainings- en evaluatie-kader dat ons in staat stelt syn-
thetische shortcuts in afbeelding-tekst data te injecteren. We laten zien dat,
door gebruik te maken van het SVL framework, contrastieve afbeelding-tekst
methoden voornamelijk shorcuts leren wanneer die aanwezig zijn in de training
data. We concluderen dat de InfoNCE optimalisatie functie niet voldoende is
om alle taakrelevante informatie in de gegevens weer te geven. Als volgende
stap onderzoeken we twee methoden voor het verminderen van shortcuts bin-
nen het SVL-kader. We constateren dat beide methoden het leren van shortcuts
gedeeltelijk verminderen tijdens het trainen en evalueren met het SVL-kader.
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