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ABSTRACT
This tutorial is about Unbiased Learning to Rank, a recent research
field that aims to learn unbiased user preferences from biased user
interactions. We will provide an overview of the two main families
of methods in Unbiased Learning to Rank: Counterfactual Learning
to Rank (CLTR) and Online Learning to Rank (OLTR) and their
underlying theory. First, the tutorial will start with a brief introduc-
tion to the general Learning to Rank (LTR) field and the difficulties
user interactions pose for traditional supervised LTR methods. The
second part will cover Counterfactual Learning to Rank (CLTR), a
LTR field that sprung out of click models. Using an explicit model of
user biases, CLTR methods correct for them in their learning process
and can learn from historical data. Besides these methods, we will
also cover practical considerations, such as how certain biases can
be estimated. In the third part of the tutorial we focus on Online
Learning to Rank (OLTR), methods that learn by directly interact-
ing with users and dealing with biases by adding stochasticity to
displayed results. We will cover cascading bandits, dueling bandit
techniques and the most recent pairwise differentiable approach.
Finally, in the concluding part of the tutorial, both approaches are
contrasted, highlighting their relative strengths and weaknesses, and
presenting future directions of research. For LTR practitioners our
comparison gives guidance on how the choice between methods
should be made. For the field of Information Retrieval (IR) we aim
to provide an essential guide on unbiased LTR to understanding and
choosing between methodologies.
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1 INTRODUCTION
Learning to Rank (LTR) has long been a core task in Information
Retrieval (IR), as ranking models form the basis of most search and
recommendation systems. Traditionally, LTR has been approached
as a supervised task where there is a dataset with perfect relevance
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annotations [12]. However, over time the limitations of this approach
have become apparent. Most importantly, datasets are very expensive
to create [4] and user preferences do not necessarily align with the
annotations [19]. As a result, interest in LTR from user interactions
has increased significantly in recent years.

User interactions, often in the form of user clicks, provide im-
plicit feedback [9], and while cheap to collect, they are also heavily
biased [6, 23]. A prominent form of bias in ranking is position bias:
users devote more attention to higher ranked documents, and con-
sequently, the order in which documents are displayed affects the
interactions that take place [6]. Another common form of bias is item
selection bias: users can only interact with documents that are dis-
played; hence, the selection of displayed documents heavily affects
which interactions are possible [18]. Naively ignoring these biases
during the learning process will result in biased ranking models that
are not fully optimized for user preferences [11]. The field of LTR
from user interactions is mainly focussed on methods that remove
biases from the learning process, resulting in unbiased LTR.

The first approach to unbiased LTR that we discuss in the tu-
torial is Counterfactual Learning to Rank (CLTR); it has its roots
in user modeling [5]. CLTR relies on a user model that models
observance probabilities explicitly; this model can be inferred sep-
arately [1, 3, 11, 21] or jointly learned [2]. By adjusting for obser-
vance probabilities, the effect of position bias can be removed from
learning. This type of approach allows for unbiased learning from
historical data, i.e., interactions collected in the past, as long as an
accurate user model can be inferred.

The second approach is Online Learning to Rank (OLTR), which
optimizes by directly interacting with users [22]. An OLTR method
repeatedly presents a user with a ranking, observes their interac-
tions, and updates its ranking model accordingly. Initially, these
methods were based around interleaving methods [10] that com-
pare rankers unbiasedly from clicks. Dueling Bandit Gradient De-
scent (DBGD) compares its current ranking model with a slight
variation at each step, and updates toward the variation if such a
preference is inferred [22]. While this approach has long formed
the basis of OLTR [7, 15, 17, 20], recently fundamental problems
with this approach were discovered [14]. Currently, there is another
OLTR method: Pairwise Differentiable Gradient Descent (PDGD)
that does not follow the DBGD procedure and thereby avoids these
problems [16]. OLTR promises a responsive learning process where
ranking systems adapt to users automatically and continuously.

Overall, we see that a big shift in unbiased LTR has taken place
over the last three years: the emergence of CLTR from the field of
user modeling and the replacement of the DBGD approach with
PDGD in OLTR. It is important that practitioners and academics
have a good understanding of each approach, their advantages and
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limitations. Each approach is better suited for a certain situation, and
understanding the applicability and effectiveness of each method is
essential for LTR practitioners [8]. As the field has recently advanced
in these different directions, now is the perfect time for a single
tutorial to present all of these approaches together.

2 TUTORIAL OVERVIEW
In this tutorial, we provide an overview of the two main families of
approaches to unbiased LTR and their underlying theory. We discuss
the situations for which each approach was designed, and the places
were they are applicable. Furthermore, we compare the properties of
the two approaches and give guidance on how the choice between
them should be made. For the field of IR we aim to provide an
essential guide on unbiased LTR to understanding and choosing
between methodologies.

Brief Schedule
The tutorial is divided in four parts:
Part 1 Introduction (20 min) – Introduction to ranking, traditional

LTR and user interactions, so that the audience understands
the basic LTR concepts and the need for unbiased LTR.

Part 2 Counterfactual Learning to Rank (70 min) – CLTR meth-
ods learn from historical interaction data and deal with biases
by using an explicit model of observance probability.

Part 3 Online Learning to Rank (70 min) – OLTR methods learn
by directly interacting with users; they deal with biases by
adding stochasticity to the displayed results.

Part 4 Conclusion (20 min) – We conclude the tutorial by summariz-
ing the previous sections and fully comparing and contrasting
the two different approaches.

We note that a shorter (two-hour) version of this tutorial was part of
a full-day tutorial at SIGIR’19 [13]; for WWW’20 the material has
been updated and an hour of material has been added.

Publicly Available Material
The slides of this tutorial along with additional information are pub-
licly available at https://ilps.github.io/webconf2020-tutorial-unbiased-
ltr/.
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