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ganisierend, streitend (über likelihoods und andere semantischen Differenzen), einander
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1
Introduction

Before social media emerged on the internet, most of the communication was personal
and mass communication was left to journalists, politicians, companies, or public figures.
Social media now enables everyone to communicate about anything to everyone [250].
Filtering this flood of information for relevancy is vital. Unlike traditional written media,
social media is transient, similar to personal conversations. Do we really remember what
a great-aunt said at the christmas dinner five years ago? Do we really care what our
friends were posting on Facebook five months ago? As personal communication looses
importance over time, so do mass-communicated conversations. But social media is
dynamic as well: similar to everyday conversations it is prone to influences by events
that affect us. Real-life conversations are real-time: the moment something happens,
people talk about their thoughts, opinions, and events in their life. This is reflected in
social media conversations as well. However, in everyday conversations, one person’s
word of mouth influences maximally 10 people, while using online social media, one
may reach 10 million people [91].

The availability of this data is exciting for social media analysts and market re-
searchers: the immediateness between publishing emotions, opinions, and feelings while
using a product in daily life promises an understanding of customer satisfaction and a
brand’s reputation in real-time. Here, social media functions as a proxy to understand
society’s opinion on a certain brand. However, the amount of data is increasing and
an all-covering manual inspection of relevant conversations ceased to be possible very
quickly. In this thesis we develop tools to understand the online reputation of a company
making use of the dynamic nature of social media.

Reputation

The reputation of a company is an integral part of its value [254]. In fact, a common hy-
pothesis in business analytics is that the reputation of a company has a direct correlation
with revenue [85, 234] and can act as a buffer from economic loss [123]. Why is that? A
bad financial reputation (e.g., due to a bad financial report) shies away investors. A com-
pany with a bad reputation for the workspace environment shies away human capital. A
bad reputation for customer relations takes the wrath of potential and standing customers
upon them. Measuring reputation, however, is a difficult problem. In earlier days, me-
dia analysts followed public opinion based on mentions in newspapers and polls [254].

1



1. Introduction

They formed an opinion on the reputation. Seminal work by Van Riel [253] and van Riel
and Fombrun [254] adds a structural approach to the meaning of reputation, providing
companies with a framework to measure reputation along different dimensions. Within
this framework it is feasible to analyse newspaper and poll data manually. Based on this
analysis, reputation used to be manageable with various means: dedicated advertisement
campaigns like the responses towards health issues of smoking [263], or campaigns to
gain back consumer trust [158].

With the arrival of social media into people’s lives, media analysts have a greater
pool of data to base their reputation analysis on. In the early days of social media when it
mostly constituted of the blogosphere, this was still manually feasible [57]. Microblogs
(posts on Twitter, Facebook, etc.) are often very close to the moment the customer has
contact with the brand or product [105]: feedback is more immediate and emotionally
attached than the thought out analysis often found in personal blogs (even though blogs
have a higher conversion rate [70]). Additionally, more people publish microblogs than
personal blogs,1 allowing media analysts to be reached from a broader spectrum of peo-
ple. However, this comes at a price: with 500 million tweets published per day2 and 757
million daily active Facebook users [78], manual analysis loses its feasibility.

Online reputation analysis (ORA) is a discipline directly following from this prob-
lem: here, the use of computational tools allows for filtering relevant tweets and an
approximate analysis of the reputation of an entity. Early ORA started with counting
occurrences of a brand name in social media, therewith estimating the knowledge/reach
of a brand. This early research in this area concerned the reputation of politicians [247]
or company names [5]. Furthermore, ORA tries to estimate the sentiment in a sentence
that mentions the brand [117] and aggregates this sentiment to measure the overall rep-
utation. However, just using sentiment is an inaccurate proxy to measure the reputation
a tweet has on the reputation of an entity [6]. In fact this has been one of the key in-
sights at RepLab [6, 7], a workshop and challenge that focusses on classifying tweets
for their influence on the reputation of an entity (in short: reputation polarity of a tweet)
directly [6]. Online reputation management uses findings from ORA to manage the repu-
tation, to directly interact with customers via Twitter (web care) or hype positive aspects
of a brand [154].

This thesis focuses on online reputation analysis. We show that filtering works very
well with manual assistance and that the key to estimating reputation polarity is not only
the overall sentiment, but also the textual, as well as metadata features that depend on the
entities.

Time in Social Media

Reputation is dynamic and changes over time [253, 254]. But also in social media
analysis, time proves to be an important aspect (see Chapter 2). The content is user-
generated and therefore dynamic: Real life events impact events in social media [152,
213, 247, 262], and more and more events in social media impact events in real life [47,
251].

1500 million tweets per day [248] 38.0 million new word press posts per month, 1.26 million per day [275].
Wordpress constitutes 43% of the market [41].

2August 2013.
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1.1. Research Outline and Questions

The past is often reflected in personal blogs, where people talk about their experi-
ences, they often function as a diary. Diary entries are influenced by current events:
A recipe blog around super bowl time, will likely feature recipes related to superbowl
snacks. The moods and feelings can be monitored [165] and they clearly change over
time.

With the introduction of mobile devices in our life, social media becomes more im-
mediate. In Twitter, users post about their present status [170] more than about anything
else. This can be used to track and monitor current topics like the trending topics in Twit-
ter.3 However, it can also be used to monitor real-time events such as earthquakes [213],
flu pandemics [137], or revolutions [152]. This knowledge has been used to predict the
outcome of elections [247] or the stock market [32].

What does this mean for ORA? First of all, timeliness of responses to changes in
reputation is of utter importance. This allows the analyst to manage and prevent the
opinion to tip over. Secondly, new topics related to a brand emerge. Using algorithms that
are blind to temporal changes, we cannot identify content relevant to emerging topics.
Finally, the reputation of a brand is not static. Negative and positive aspects are being
forgotten over time. In this thesis we find events in user-generated content, and make use
of priors to filter social media according to their age.

1.1 Research Outline and Questions

This thesis addresses the following question: How can we estimate the reputation of a
brand automatically? Let us summarize this thesis in a few sentences. Before we can
proceed with the estimation of reputation polarity we need to understand what reputation
polarity is (RQ1.1–1.2). We then develop an algorithm and a setting to estimate the
reputation polarity (RQ2.1–2.3). Estimating reputation polarity only works if we can
filter relevant material for training. We propose to use burst modeling (RQ3.1–3.5) to
estimate correct query terms to find relevant documents in a collection, and use active
learning to improve filtering of streaming data (RQ4.1–4.2).

In more detail, as a prerequisite to estimating reputation automatically, we need to
understand reputation and the ingredients used by social media analysts. In Chapter 4
we want to understand the procedures and the features used to annotate the reputation
polarity of tweets. In particular we ask

RQ1.1 What are the procedures of (social media) analysts in the analysis and annotation
of reputation polarity?

RQ1.2 On a per tweet level, what are the indicators that (social media) analysts use to
annotate the tweet’s impact on the reputation of a company?

We find that analysts use indicators based on the (topical) authority of the author of the
tweet to estimate a tweet’s reputation polarity. This authority is based on online data and
offline experience. They also look at the reach of a tweet. Based on this information in
Chapter 5 we apply the extracted features and procedures on social media data (in par-
ticular Twitter). We identify three main settings in which a reputation polarity estimator

3https://support.twitter.com/articles/101125-about-trending-topics
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1. Introduction

can be trained: entity-independent, entity-dependent, and domain-dependent. Entity-
independent training creates one model for all tweets, while entity-dependent training
creates a models for every entity. For domain-dependent training, we create a model for
each domain.

RQ2.1 For the task of estimating reputation polarity, can we improve the effectiveness
of baseline sentiment classifiers by adding additional information based on the
sender, message, and receiver communication model?

RQ2.2 For the task of estimating reputation polarity, how do different groups of fea-
tures perform when trained on entity-(in)dependent or domain-dependent train-
ing sets?

RQ2.3 What is the added value of features in terms of effectiveness in the task of esti-
mating reputation polarity?

In Chapter 4 we also identified that finding and filtering the right amount of information
manually should be automated. Additionally, estimating the reputation polarity only
works if we extract the right documents [230]. Therefore, in the second part of the thesis,
we analyse how to retrieve and filter documents using temporal knowledge. In Chapter 6
we turn our attention to time and how to retrieve documents, in particular blogs, that have
a temporal information need. For those queries, we ask:

RQ3.1 Are documents occurring within bursts more likely to be relevant than those
outside of bursts?

RQ3.2 Can documents within bursts contribute more useful terms for query modeling
than documents selected for relevance models?

RQ3.3 What is the impact on the retrieval effectiveness when we use a query model that
rewards documents closer to the center of the bursts?

RQ3.4 Does the number of pseudo-relevant documents used for burst detection matter
and how many documents should be considered for sampling terms? How many
terms should each burst contribute?

RQ3.5 Is retrieval effectiveness influenced by query-independent factors, such as the
quality of a document contained in the burst or size of a burst?

Watching social media analysts during their annotation, we learnt that, apart from tempo-
ral episodes (or bursts), recency of tweets is very important as well. Recency is defined
by our own perception and directly related to memory. Psychologists model this recency
with retention models. We can incorporate the retention models as recency priors and
assess their impact on retrieval performance and other requirements. We ask:

RQ4.1 Does a prior based on exponential decay outperform other priors using cognitive
retention functions with respect to effectiveness?

RQ4.2 In how far do the proposed recency priors meet requirements, such as efficiency,
performance, and plausibility?

4



1.2. Main Contributions

In Chapter 4, we found that social media analysts would like to be a part of the annotation
and filtering process. This ensures a certain level of quality control. In Chapter 8 we then
adjust the filtering task introduced at RepLab 2013 [7] to a streaming scenario and we
propose an active learning approach. We introduce a baseline and ask:

RQ5.1 For the entity filtering task, does margin sampling improve effectiveness over
random sampling, i.e., is it a strong baseline?

As entities and their description change over time, we also look at how we can incorporate
temporal aspects into filtering algorithms. Based on the temporal recency priors from
Chapter 7 we ask in Chapter 8:

RQ5.2 For the entity filtering task, does sampling based on recency priors and margin
sampling together, outperform margin sampling with respect to F-score?

In Chapter 6 we found that burst detection works well on retrieving social media data.
We propose two temporal reranking approaches, one based on bursts and one on the
publication date. We would like to know:

RQ5.3 For the entity filtering task, does temporal reranking of margin sampled results
based on bursts or recency, outperform margin sampling with respect to F-score?

We find that active learning is a feasible approach that needs very few documents to be
annotated. The right kind of active learning depends on the entity.

Research questions RQ1.1 and RQ1.2 are addressed in Chapter 4. RQ2.1–2.3 are
answered in Chapter 5, and RQ3.1–3.5 in Chapter 6. Finally, RQ4.1–4.2 and RQ5.1–
5.3 are discussed in Chapter 7 and Chapter 8, respectively.

Having formulated our research questions, we list our main contributions below.

1.2 Main Contributions

This thesis contributes on different levels, we provide new models, new analyses, and
use-case oriented new task scenarios We can summarise the two aspects as follows:

Models

• Effective algorithms to measure the impact of a tweet on the reputation polarity.

• Effective algorithms to model queries according to temporal bursts in the result set
of that query.

• Bursts models using probability distributions that emphasize different time periods
within the bursts.

• New and effective temporal priors based on cognitive retention models.

• Candidate selection models for active learning that sample tweets that need to be
annotated according to recency or temporal bursts.

5
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Task Scenarios

• An entity-dependent task for the estimation of reputation polarity using time based
split evaluation.

• A temporal active learning scenario for entity filtering using passive training and
testing data.

Analyses

• An analysis of the state of automatic online reputation analysis and anchoring this
knowledge in the current economic and buisiness theories.

• A user study with social media analysts and finding the procedures and features
used to determine the reputation of a company. Additionally, we provide a very
new perspective on the concept of reputation polarity by understanding how ex-
perts annotate multimedia data.

• An analysis of the effectiveness and impact of different features in different scenar-
ios to annotate reputation polarity. Based on this analysis we can give direct input
into the creation of reputation polarity tasks that simulate the actual workflow of
social media analysts.

• An analysis of the effectiveness of the query modelling approaches on news and
social media data.

• A discussion of advantages and disadvantages of state of the art cognitive retention
models.

• An analysis of the filtering task with respect to (temporal) active learning.

1.3 Thesis Overview

This thesis is organised in 9 chapters.

Chapter 2

In this chapter we introduce related work for both temporal information retrieval in social
media and current approaches to online reputation analysis. The latter is discussed from
the computer science angle as well as from the business angle.

Chapter 3

In this chapter we introduce the benchmark datasets used in the remainder of the thesis.
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Chapter 4

In this chapter we investigate how social media analysts determine reputation polarity of
individual media expressions and which factors they use to assess their polarity.

To this end we analyse the annotation process of 15 social media experts annotating
331 media expressions to determine the reputation polarity of companies in 19 sectors.
Three different types of data are analysed: (i) questionnaire data, about the actual steps
in the process as well what indicators social media analysts take into account for the
annotation; (ii) log data of the tool used by the analysts; and (iii) videos of analysts
following the thinking out loud protocol during the annotation process. We find new
features that can be used for automatic estimation of reputation polarity and we find
which parts of the annotation process should be automated.

Chapter 5

Here we use features that proved important in Chapter 4 to automate the classification of
reputation polarity. Additionally, we introduce a new feature that measures the impact of
a tweet. We use alternative training and testing settings, allowing for entity-dependent,
entity-independent, and type-dependent training on static data.

Chapter 6

Chapter 4 shows analysts desire the filtering of media to be automated. Query modeling
can be used to filter and search for documents according to a specific query or entity [38].
In this chapter we present an approach to query modeling that leverages the temporal
distribution of documents in an initially retrieved set of documents. In news-related
document collections such distributions tend to exhibit bursts. Here, we define a burst to
be a time period where unusually many documents are published. In our approach we
detect bursts in result lists returned for a query. We then model the term distributions of
the bursts using a reduced result list and select its most descriptive terms. Finally, we
merge the sets of terms obtained in this manner so as to arrive at a reformulation of the
original query.

Chapter 7

Chapter 6 introduces a retrieval approach that uses query modeling based on a time pe-
riod, defined by a burst. A different feature of social media is the desire to prioritise
recent data. To that end, temporal document priors are often used to adjust the score of a
document based on its publication time. In this chapter, we consider a class of temporal
document priors that is inspired by retention functions considered in cognitive psychol-
ogy; such functions are used to model the decay of memory. We introduce a requirement
framework consisting of efficiency, performance, and cognitive plausibility, the priors
need to follow.

Chapter 8

This chapter combines several temporal ideas from the earlier chapters with an active
learning paradigm for entity filtering. We introduce a scenario to use passive entity fil-
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tering data in a streaming setting. We show the feasibility of margin sampling as a strong
baseline. We introduce various temporal extensions to this baseline: temporal recency
priors from Chapter 7 and reranking based on bursts from Chapter 6 and recency.

Chapter 9

This chapter concludes the thesis. We revisit the research questions introduced earlier
and answer them. We look forward and formulate open questions in automatic online
reputation analysis and temporal information retrieval.

Chapter 5 and 8 depend on Chapter 4, but can be read independently from another. Chap-
ter 8 depends on Chapter 7, but can be read independently. Chapter 6 and 7 can be read
independently from the others in general.

1.4 Origins

The material of this thesis was previously published in various conference and journal
publications:

• Chapter 4 is based on Peetz et al. [191].

• Chapter 5 is based on Peetz et al. [190].

• Chapter 6 is based on Peetz et al. [187, 188].

• Chapter 7 is based on Peetz and de Rijke [183].

• Chapter 8 is partially based on Peetz et al. [189].

Additionally, Chapter 5 and Chapter 8 were inspired by the RepLab submissions [185]
and [189]. The knowledge and intuitions on temporal IR were developed while working
on [38, 204], and while working on several demos [92, 174, 186]. General insights to
academic work were gained in [22, 150, 184].
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2
Background

In this chapter we introduce the underlying concepts and background needed in later
chapters of the thesis. The interdisciplinary of this thesis surfaces in the different sec-
tions. As we are working on social media, we are introducing social media and its data
analysis in Section 2.1. The overall task of this thesis is the analysis of reputation; we
define reputation and measures of reputation in Section 2.2. Section 2.3 and 2.4 sur-
vey the background material on information retrieval and entity filtering, respectively.
Some related work is reviewed locally in the respective chapters. In Chapter 4 we review
methodologies to study user behaviour in Section 4.1. Chapter 7 introduces and discusses
cognitive models for memory retention in Section 7.1, while Chapter 8 introduces related
work on active learning in Section 8.1.

2.1 Social Media

According to the Oxford dictionary,1 social media is defined as

Websites and applications that enable users to create and share content or to
participate in social networking.

The main points in this definition are websites and application, denoting the virtuality of
social media, create and share content, denoting the spreading of user-generated content,
and social networking, denoting the social aspect and the connectivity of the users of so-
cial media. While in common language, social media mostly refers to social networking
sites such as Twitter, G+, and Facebook, more examples fall under this definition. So-
cial media applications that are mainly focussed on the social and collaborative aspect
are online games and virtual worlds like World of Warcraft or SecondLife. Forums and
newsgroups are the oldest form of social media, sometimes the content is more important
(like Stackoverflow) while for some forums the social aspects are prominent (like support
groups). LinkedIn and Xing as professional networking sites are mainly based on den-
sifying the social graph, while G+ and Facebook combine the social graph with sharing
content. Twitter has a special role, as the social graph is bi-directional: you can follow
someone without being befriended. This results in Twitter being a content generating

1http://www.oxforddictionaries.com/definition/english/social-media
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site with mass communication of information—it is not only a conversational social net-
work but can also be considered an information highway for news [136]. Additionally,
their terms of service offer easy data access for researchers and commercial parties alike.
While tweets are short (140 characters), blogs are longer. They are social in so far as
bloggers are connected via blogrolls or other automatic feeds. Wikipedia has the greatest
focus on content generation, while this is collaborative, the networking between authors
is not explicit. A successful online and social media presence depends on a skilled com-
bination of different social media applications [85]. Additionally, the more social the
applications become, the more the temporal aspects come into play. Old information is
simply not as interesting as new.

Based on the two aspects, the social networking and the creation of content, different
research areas emerge. While social networking analysis is an important area of research,
this thesis is about the content generated in a network and its changes over time.

As we will see later in Section 2.2, one of the key assumptions of reputation monitor-
ing is the similarity between the real-life and the virtual life. Early studies of Facebook
emphasize that it is hard to compare findings from online social networks to offline social
networks because not everyone lives out their social lives on Facebook to the same ex-
tent [143]. Nevertheless, they find a high similarity of tastes (“likes”) between Facebook
friends that occur in the same pictures and if they are in the same housing group. For
Twitter, Huberman et al. [111] find that the friends network compared to the following
network is more sparse. Unlike for the number of followers, the more friends users have,
the more they post and share.

We now look at network similarities between online social networks and offline social
networks. The most famous experiment on the connectivity of social networks is the
degrees of separation experiment by Stanley Milgram [164, 244] where individuals with
a large social and regional distance had to send postcards to people they knew to be
connected to each other. Milgram found that the degree of separation is between five
and a half and six. Backstrom et al. [15] and Huberman et al. [111] find that while the
degrees of separation in an early Facebook is six, in all of Facebook in 2012 it is 3.74
with the degree of separation converging over time. For Twitter, the degree of separation
was found to be 3.43 [17].

Looking at the content of conversations, Java et al. [119] find that users talk about
their everyday life and activities just as well as they seek or share information. Building
on that, Naaman et al. [170] identifies two groups of people, meformers who mainly talk
about themselves and keep the networking ties (and friendships) together, as well as in-
formers who share interesting information and are prone to be followed. One interesting
subspace of a social network is the workplace and Twitter can and has been used to com-
plement work-related conversations [284]. Twitter users also talk about brands [117],
and their utterances are also a kind of electronic word of mouth: 19% of the users direct
a post to a brand [117], but as a part of a discussion and spreading news [227]. Additional
research identifies peaky topics and lingering conversations [223]: some topics peak at a
certain time, while other topics are conversational and persistent. Peaky topics are topics
that often propagate through the network.

The process of how information propagation works is not entirely understood. Bern-
stein et al. [29] find that on average, Facebook users reach 35% of their friends with each
post and 61% of their friends over the course of a month. Aral and Walker [12] and
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Romero et al. [208] find, however, that even though one might have a lot of followers
or friends, it does not necessarily mean that one influences them. Users input can also
be more than one topic [208]. When it comes to who influences whom, Aral [11] finds
that men are more influential than women, younger people are more susceptible, while
married people are least susceptible. In general, understanding information propagation
is still an open topic [33, 209].

There is a subset of content on social networks that is viral, i.e., it is spreading
through the network like a virus. Online social networks allow for easy information
propagation and viral spreading of information. Early, offline, viral letters were often
pyramid schemes like the send-a-dime letter2 in the 1930’s, where dissemination of the
letter was enforced by “bad luck” lingering over the chain breaker. A similar propa-
gation happened with emails. Hoaxes, such as Bonsai Kitten3 or promises for money,
such as the Bill Gates will give you $2454 mail, could easily be sent to the entire address
book, instead of photocopying letters. With the rise of social networks, re-posting (or
re-tweeting) on a timeline allowed internet memes such as the LOL cats to spread even
easier. Not only funny memes were spreading, also serious games such as Take This Lol-
lipop:5 an interactive horror movie teaching Facebook users to keep their data private.
The earlier examples were mainly restricted to online media. A new area of information
propagation happened with the Arab spring, where Twitter helped spreading information
to western societies as well as to demonstrators involved: providing uncensored informa-
tion as to where e.g., demonstrations were happening [152]. Other examples on real-life
was the Project X in Haren [251], were a private party turned into a public party in the
Netherlands, or the hashtag #Aufschrei that opened a public discussion on the normal-
ity of sexual harassment in Germany. Viral information spreading is like a dream come
true for marketeers: no costs for advertisement space on television, radio, or print media
but still virtually complete coverage of entire population groups. But it can also be a
nightmare for marketeers: unscheduled events that harm the reputation can spread just
as quickly as positive events. Viral marketing campaigns include the funny campaign for
BlendTec6 where expensive or seemingly unblendable items, such a smartphones, were
blent in a BlendTec blender. The Dove Real Beauty campaign allowed customers to see
themselves as models, therefore changing the beauty image imposed by traditional cos-
metics companies. The counter-campaign by Greenpeace pointing out the use of palm
oil turned into a nightmare for the marketeers [120] with nearly 2 million viewers as
of November 2014. The KLM surprise campaign combines viral with webcare, users
posting about KLM were awarded with little surprises on their flight. However tempting
those marketing campaigns are, they are also dangerous. Hyundai tried to market a car
with an attempted suicide video. The video went viral, but with very negative sentiment.
People were devastated and shared stories and notes of their own family members’ sui-
cide [42]. Also, not only news approved and released by companies themselves can get
viral. Missing important tweets and news items about an entity of interest can potentially

2http://www.mortaljourney.com/2010/11/1930-trends/the-prosperity-or-
send-a-dime-chain-letter-fad

3http://bonsaikitten.com/bkintro.php
4http://archive.wired.com/wired/archive/12.07/hoax.html
5http://en.wikipedia.org/wiki/Take_This_Lollipop
6http://www.willitblend.com/
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be disastrous and expensive: when users on Twitter found out about H&M deliberately
destroying perfectly wearable winter jackets this incident hyped and caused bad public-
ity [195]. Viral spreading of information can therefore have a positive or negative impact
on the reputation of a company.

2.2 Reputation

Corporate reputation as a vital part of brand definition, was important from the onset of
advertisement. David Ogilvy (1955, in [254]) considered a brand as:

The intangible sum of a product’s attributes: its name, packaging, and price,
its history, its reputation, and the way it’s advertised.

In this definition, reputation is the only intangible feature. Further research has been
aimed at defining reputation, van Riel and Fombrun [254, p. 43] define reputation as

Reputations are overall assessments of organizations by their stakeholders.
They are aggregate perceptions by stakeholders of an organization’s ability
to fulfill their expectations [. . . ]

Let us explain some of the key points in this quote. The authors use the term organization
in the definition, but it may as well apply to sub-brands (Coke Zero being sub-brand
of Coca-Cola). Stakeholder is everyone who has something to do with the company,
be it employees, customers, deliveries, or law-makers. Finally, aggregate means that
reputation is no single point: it is an aggregation over stakeholders, but also over their
expectations, attitudes, and feelings [243]. This and other definitions [14, 67, 243] focus
on the transitivity of reputation: without stakeholders and their perception, companies do
not have a reputation.

The reputation of a company is important for both the stakeholders and the company
itself. For the stakeholders, the image of a company may help them to cast decisions
about the company and its products faster than without previous experiences [197],7 in
other words providing a mental shortcut for decision making [200]. For the company,
reputation can be an asset: it attracts stakeholders [85] and can therefore be a buffer from
economic loss [123].

2.2.1 Measuring Reputation
The widely-published first ranking of companies was Fortune’s America’s Most Admired
Companies (AMAC) survey in 1982. They publish an aggregation of reputation over dif-
ferent dimensions based on the opinion of industry professionals. They heavily rely on
early survey methodologies [45]. Those methods for measuring reputation on a dimen-
sion include the Kelly repertory grid [131], natural grouping [259], Q-sort [235], card
sorting, attitude scales [82], and questionnaire based surveys. For an elaborate discus-
sion of the individual methodologies we refer to [84] and [254]. The dimensions over
which reputation was measured in the AMAC survey include: the quality of manage-
ment, products or services; the financial soundness; and innovativeness. The problem

7Citation via [254].
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with respect to different dimensions is that they have to be statistically independent to be
aggregated in a sound way.

Several different professional measures spawned from the approaches of the AMAC
ranking. The Brand asset valuator by the Young & Rubicam agency is consumer-based,
reporting on authority and strength, while the Leveraging corporate equity approach [89]
used a broader range of professionals. The Reputation Quotient [86] took more stake-
holder types into account to find the attitude towards less, but independent dimensions
of reputation. Newell and Goldsmith [172] introduce the first standardized and reli-
able measure of a company’s credibility from a consumer perspective, solely based on
a questionnaire as survey methodology. Davies [64] sees a company as a personality.
This measure uses personality traits as dimensions, and assigns a company a corporate
personality. Following this approach, the reputation of a company is dependent on per-
sonality matching of the stakeholders personality and the companies personality. This
assumes that some people with a certain personality find other personalities, of brands or
people, more appealing, e.g., risk averse people prefer “safe” companies while other peo-
ple might consider this type of company boring. Stacks [234] and Fombrun and Van Riel
[85] find a connection between indicators (e.g., reputation, trust, and credibility) and fi-
nancial indicators (e.g., sales, profits). They find that reputation, being intangible, still
has tangible assets. A very successful measurement framework of the last years is Rep-
Trak [83], which is based on the Reputation Quotient. This framework is also used by the
analysts in the following chapters, so we elaborate below what it entails. The framework
has seven dimensions, which in total have 23 attributes. Table 2.1 describes the dimen-
sions. Similar to the RQ they consider the attitudes of different stakeholders: Consumers,
Executives, Media, Investors, Employees, Government, Others. While the original data
used for RepTrak is again based on the above mentioned survey methodology, the state of
the art integrates media analysis. Media analysis is different from the previous method-
ology, because analysts do not directly ask stakeholders in questionnaire, but analyse
media. Media can be newspapers and social media, but just as well TV and radio broad-
casts. The analysis usually involves consuming the media and categorize it according
to stakeholder and reputation polarity. Recently, with the rise of user-generated content
online, social media analysis is gaining importance as a proxy to people’s opinion, giving
birth to the field of online reputation analysis [135].

2.2.2 Reputation Polarity

In online reputation analysis, the aggregated reputation of a company (or brand or entity)
in general is based on the influence of single tweets on this reputation. This influence is
called the reputation polarity of a tweet. More specifically, polarity for reputation im-
plies that a tweet has negative or positive implications for the reputation of the firm. For
analysis purposes, this reputation polarity is then split into dimensions and stakeholders
(see the previous section). Social media analysts rely on commercial sentiment analy-
sis tools that tend not to distinguish between reputation and sentiment analysis. Most
tools provide an option to train the sentiment classifier using manual input and manually
annotated texts. For example, the social media monitoring tool from Crimson Hexagon
aims to give only aggregated numbers of the proportion of documents that are negative
or positive for the company’s reputation, instead of classifying individual documents or
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Table 2.1: Dimensions along which the reputation of a brand is being analysed accord-
ing to RepTrak along with (somewhat simplified) descriptions. Summarised from [254,
Figure 10.13].

Dimension Description

Performance The financial performance, now and in future
Products/Services Quality of products and customer service
Innovation Product innovation and quick adaptation
Workplace Employee satisfaction
Governance Transparency, ethical awareness and business values
Citizenship Enviromental and societal responsible
Leadership Management is well organised, structured, and has a clear vi-

sion for the future

tweets [108]. For many types of analysis done by marketing analysts and social scientists,
there is no need for accurate classifications on the individual document level, as long as
the category proportions are accurate. Crimson Hexagon achieves an average root mean
square error of less than 3 percentage points when at least 100 hand coded documents
are available.

Besides analyzing what is being said online, another aspect of online reputation man-
agement is webcare, i.e., responding to consumer comments online to handle complaints,
answer questions, and proactively post information. Consumers evaluate a brand more
positively when it responds to complaints online [252].

The growing need for social media analytics leads to the development of technology
that is meant to help analysts deal with large volumes of data. The first problem to tackle
here is identifying tweets that are relevant for a given entity. Looking at previous work
on sentiment analysis, polarity detection of reputation seems to have evolved naturally
from sentiment analysis. Much work has been done in sentiment analysis; extensive
treatments of the topic can be found in [180] and [147]. Subtasks of sentiment analysis
relevant to this chapter are sentiment extraction and opinion retrieval; following Pang
and Lee [180], we use the terms sentiment and opinion interchangeably.

Sentiment extraction is the identification of attitudes and their polarities in text of
arbitrary length. The most relevant work in sentiment extraction analyses how polarity
changes with context [205, 273]. Opinion retrieval is the identification of people’s atti-
tudes and their polarities towards a topic. On data from the Blog Track at TREC [176]
(see Chapter 3), Jijkoun et al. [122] see the need for learning topic specific sentiment
lexicons.

While features may range from purely term-based features (1-grams) to part of speech
tags and syntactic information, a sentiment classifier needs to be able to handle nega-
tion [180]. Additionally, Pang et al. [181] find that some discourse structure analysis is
important to understand the sentiment. Thelwall et al. [240] provide a sentiment classifier
for social media that combines negation, emotion, and emoticons. With employee satis-
faction being one of the dimensions for reputation, the work by Moniz and de Jong [167]
uses computational methods to extract the sentiment polarity of employees and looks at
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their influence on firm earnings.

The shortcomings of pure sentiment polarity as a substitute for reputation polarity are
apparent and manual annotation approaches are currently prevailing [57]. Recently, there
are efforts towards fully automating the annotation [6, 7], or to semi-automate the anno-
tation using active learning [280] or other annotator input [65]. RepLab at CLEF [6, 7]
provides annotated datasets (described in Chapter 3) for reputation polarity for different
entities (companies, brands, universities, etc). They also feature an annual meeting where
researchers can exchange problems and ideas towards automating the estimation of repu-
tation polarity. Several approaches to reputation polarity detection were followed at Rep-
Lab 2012 [6]. In the following we sketch the general directions taken; for a more in depth
treatment we refer to [6] or the papers themselves. Many papers follow the intuition that
reputation polarity can be approximated with sentiment. Balahur and Tanev [18] train a
sentiment classifier with additional training data, while other groups add more features.
Carrillo-de Albornoz et al. [44] focus on emotion detection and Yang et al. [278] add a
happiness feature. Kaptein [127] uses SentiStrength together with some user features.
Similarly, Peetz et al. [185] add textual and user features. For training, not all groups
rely on the original training dataset, but bootstrap more data from the background data:
Chenlo et al. [50] learn hashtags denoting positive or negative sentiment, while Peetz
et al. [185] assume that reputation is captured by the sentiment in reactions to a tweet.
Other approaches treat the problems as a text classification problem [93] or select corre-
lating words using feature selection [121]. With Karlgren et al. [128] and Villena-Román
et al. [260], two very knowledge-intensive commercial systems led the ranks of best per-
forming systems. Karlgren et al. [128] positioned each tweet in a semantic space using
random indexing. Villena-Román et al. [260] based their results on a strong sentiment
analysis tool, using linguistic features to control the scope of semantic units and negation.

In the following year, at RepLab 2013 [7], sentiment and additional textual features
remain successful. One of the new systems used KL-divergence to build up a discrimina-
tive terminology for the classification [48]. With the best performing system for the polar-
ity task, Hangya and Farkas [99] used engineered textual features such as the number of
negation words, character repetitions, and n-grams. Similarly, Filgueiras and Amir [81]
used sentiment terms and quality indicators similar to [266], while Saias [212] and Mos-
quera et al. [168] mainly based their approaches on sentiment classifiers and lexicons.
Cossu et al. [58] used a combination of TF-IDF with support vector machines. Based
on their earlier approach at RepLab 2012 [44], Spina et al. [230] used emotion words
and domain-specific semantic graphs. The tool used for the annotations was provided
by de Albornoz et al. [65]. The good results of sentiment analysis tools at RepLab 2012
and RepLab 2013 show that sentiment analysis is a sensible starting point to capture rep-
utation polarity. In Chapter 5, therefore, we build on work from sentiment analysis. We
classify reputation polarity by incorporating strong, word list-based, sentiment classifiers
for social media [240] with social media features such as authority [1], and recursive use
of discourse structure in Twitter.

The performance of systems estimating reputation polarity is highly dependent on
the error aggregation of classifiers, as well as filtering and retrieval approaches in the
pipeline [230]. Data used for monitoring and estimating the reputation for a company or
brand needs to be found and retrieved. Simple keyword matching is not enough [230].
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Entities can be ambiguous (like the band A8) or omni-present (like Kleenex9). A typical
pipeline for finding documents that are used for monitoring first retrieves a ranked list of
documents using traditional retrieval algorithms adjusted to the media type and temporal
changes, and then filters this list using entity filtering approaches [6, 7, 57]. The first step
is more recall-oriented, while the second step is more precision-oriented. In the following
we describe traditional information retrieval algorithms (Section 2.3) and proceed with
its adjustments for temporal information needs (Section 2.3.1). Section 2.4 elaborates on
state-of-the-art approaches to entity filtering.

Chapter 4 focuses on properly understanding the indicators used to annotate the rep-
utation polarity of a tweet. These insights, this can be incorporated into (semi)-automatic
algorithms. We later show algorithmically in Chapter 5, that the features are company
(or entity) dependent and that training classifiers per company performs better than using
more data but not training per company. In Chapter 7 we show some approaches to filter
the right tweets that can be used for reputation aggregation.

2.3 Information Retrieval

We have just seen how the retrieval of the correct information is important for the esti-
mation of reputation. But what is information retrieval?

Manning et al. [155] define information retrieval as:

Information retrieval (IR) is finding material (usually documents) of an un-
structured nature (usually text) that satisfies an information need from within
large collections (usually stored on computers).

In essence, while the term information retrieval stems from the 1950’s [90], the idea to
find information in large, non-digital, collections was already present in the 3rd century
BC [76], when the Greek poet Callimachus created a library catalogue. Later approaches
include microfilm and punchcards. Together with the increase of scientific literature and
the advent of computers, the field of IR emerged: particularly in library science. The field
clearly advanced, introducing features like indexing and ranked retrieval, and new algo-
rithms that were tested on data provided by the Text REtrieval Conference (TREC) [100].
The field truly changed in the 1990’s, with the emergence of the World Wide Web and
the first web search engines. Two major changes happened: for one, the search that was
previously left to experts was now open to everyone with web access, and secondly the
nature of data changed. There was more data (and steadily increasing [55]) and the data
was interlinked [217]. PageRank [178] and HITS [133] were the first algorithms making
use of this information, the earlier being the backbone of the early Google system. For
a more detailed treatment of the history of information retrieval, we refer to Sanderson
and Croft [217], who give an excellent overview.

Retrieval models

With early, boolean retrieval systems, documents were represented as a list of terms—
only if exactly the query term was present, the document would be retrieved [155]. Salton

8http://en.wikipedia.org/wiki/A_(band)
9http://en.wikipedia.org/wiki/Kleenex
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Table 2.2: Notation used in this thesis.

Notation Explanation

q query
D, Dj document
w ∈ D term in document D
w ∈ q term in query q
C background collection
time(D) normalized publishing time of document D
time(q) normalized publishing time of query q
λ interpolation parameter
β decay parameter
µ average document length in collection C

et al. [215] introduced the vector space model to represent a documentD and query q as a
vector, where each term represents a dimension. Documents are then ranked according to
their spatial distance to the query. The actual value of each dimension or word would be
the term frequency (tf ) of the term in the document. Jones [124] introduced the inverse
document frequency (idf ) for a term, the inverse number of documents a term occurs
in: a term frequently occurring in all documents (such as a) has a lower idf than terms
occurring in only one document. The combination tf · idf is a commonly used statistic
for vector space models.

The query likelihood model [155, 198] ranks documents D by the likelihood P (D |
q) for a query q; using Bayes’ rule and the assumption that P (q) is uniform, so one
obtains P (D | q) ∝ P (q | D)P (D). The prior P (D) is usually set to be uniform and
documents are ranked by the probability that their model generates the query. More
formally, P (q | D) =

∏
w∈q P (w | D), where w is a term in a query. The most intuitive

approach to estimate P (w | D) is to use P̂ (w | D), the maximum likelihood estimate of
D. However, as P (q | D) is a product of all terms it will be 0 whenever one single query
term does not occur in D. One therefore employs smoothing techniques.

To obtain P (w | D), ones can use Jelinek-Mercer smoothing, defined as a linear
interpolation between P̂ (w | D), the maximum likelihood estimate of D, and P (w | C),
the estimated probability of seeing w in the collection C [74, 155]:

P (w | D) = (1− λ)P̂ (w | D) + λP (w | C). (2.1)

For λ = 0 no smoothing is performed, while for λ = 1 the retrieval of the document
is document-independent. Dirichlet smoothing generally performs better [282] as the
interpolation with the background corpus is document-dependent. Here,

P (w | D) =
P̂ (w | D) + µλP (w | C)

|D|+ µ
, (2.2)

where µ often is set to be the average document length of the collection [151].
Table 2.2 introduces some of the basic notation used in this thesis. We use the multi-

nomial unigram language model to estimate P̂ (w | D) and, unless otherwise stated, use
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both smoothing methods. We therefore assume term independence in documents.

Query Modeling One thing most search systems have in common is the query, which
is assumed to be representing the user’s underlying information need. As a query often
consists of only a few keywords, this may or may not be adequate. Query modeling
aims to transform simple queries to more detailed representations of the underlying in-
formation need. Among others, those representations can have weights for terms or
may be expanded with new terms. There are two main types of query modeling, global
and local. Global query modeling uses collection statistics to expand and remodel the
query. An example of global query modeling can be found in [202], using thesaurus
and dictionary-based expansion, and Meij and de Rijke [160] perform semantic query
modeling by linking queries to Wikipedia. Local query modeling is based on the top
retrieved documents for a given query. Typical local query expansion techniques used
are the relevance models by Lavrenko and Croft [139].

Relevance models [139] re-estimate the document probabilities based on an initial
feedback set. First, the top-N documents (D) for a query q are retrieved using a simple
retrieval method (e.g., Eq. 2.2). A model MD over a document D is the smoothed max-
imum likelihood distribution over the term unigrams in the document D. The set of all
models MD where D ∈ D isMD. For all documents D, the final score is computed as

score(D) =
∏
w∈D

P (w | R)
P (w | N)

, (2.3)

where R is a model of relevance and N of non-relevance. The term P (w | N) can be
based on collection frequencies. As to P (w | R), Lavrenko and Croft [139] assume that
the query was generated from the same model as the document. The model of relevance
R is then based on the query and

P (w | R) = λ
P (w, q)

P (q)
+ (1− λ)P (w | q), (2.4)

where P (q) is assumed to be uniform, P (w | q) is defined as the maximum likelihood
estimate of w in the query, and λ ∈ [0, 1]. Interpolation with the query model was shown
to be effective [116]. We use the first relevance model (RM-1), i.i.d. sampling of the
query terms with a document prior [139], to estimate P (w, q):

P (w, q) =
∑

Mj∈M
P (Mj)P (w |Mj)

∏
w′∈q

P (w′ |Mj). (2.5)

The relevance model is then truncated to the top-NRM terms. The resulting relevance
model is often called RM-3 [116]. Richer forms of (local) query modeling can be found
in work by Balog et al. [21, 23].

Ounis et al. [176] organised the first platform for researchers to exchange ideas
and approaches for information retrieval on social media at TREC 2006, 2007, and
2008 [153]. We detail the dataset in Section 3.2. The main task was the opinion re-
trieval task. The opinion retrieval task asked participants to retrieve What do people
think about X, with X being the target. As the task was mainly solved in two stages,
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the retrieval task and the opinion ranking task, the retrieval task can be reviewed sep-
arately. While it was hard to perform better than the baselines, query expansion and
modeling [118, 267, 268, 283] proved to be a recurring approach every year (see below).
For blog (post) retrieval, one often uses large external corpora for query modeling [66].
Several TREC Blog track participants have experimented with expansion against a news
corpus, Wikipedia, the web, or a mixture of these [118, 267, 268, 283]. Weerkamp
[264] provides an excellent overview over different approaches to information retrieval
in blog search and offers new techniques. For blog retrieval, the motivation underlying
most of these approaches is to improve the estimation of the query representation, often
trying to make up for the unedited nature of the corpus from which posts or blogs need
to be retrieved. Our approach, presented in Chapter 6, tries to address this problem by
focusing on bursts in the collection. There we use Dirichlet smoothing, Jelinek-Mercer
smoothing, as well as relevance models as baselines for our new approaches.

2.3.1 Temporal Information Retrieval

Time is an important dimension for IR [3], and plays an important part in the definition of
relevance [104]. Temporal information retrieval (TIR) takes the temporal dimension into
account for typical information retrieval tasks [3]. Alonso et al. [3] state the main chal-
lenges of TIR, ranging from extracting mentions of time within documents and linking
them (like [258]), to spatio-temporal information exploration (e.g., [156]), and temporal
querying (such as [174]). With respect to this thesis four open research questions deserve
more attention:

1. What is the lifespan of the main event?

2. How can a combined score for the textual part and the temporal part of a query be
calculated in a reasonable way?

3. Should two documents be considered similar if they cover the same temporal in-
terval?

4. Can we improve bibliographic search instead of just sorting by publication date?

The main topic in this thesis is retrieval on social media with a temporal dimension. In
the following we review how previous work approaches this problem with respect to an
answer to the questions 1 to 4.

Early research efforts in TIR were based on news data. Under the assumption that
more recent news documents are more likely to be read and deemed relevant, early work
by Li and Croft [144] creates an exponential recency prior. Rather than having a uniform
document prior P (D), they use an exponential distribution (or decay function). Intu-
itively, documents closer to the query time time(q) have a higher chance of being read
and are therefore more likely to be relevant. Hence, the prior P (D) can be approximated
by P (D | time(q)), a query time time(q) dependent factor:

P (D | time(q)) = βe−β(time(q)−time(D)), (2.6)
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where time(D) is the document time. The exponential decay parameter β indicates how
quickly news grows old and less relevant. The higher it is, the steeper the curve, causing
more recent documents to be rewarded.

Corso et al. [56] rank news articles using their publication date and their interlinkage.
Li and Croft [144] relied on a manually selected set of queries considered temporal.
What if we can identify which queries are temporal? Jones and Diaz [125] classify
queries according to the temporal distribution of result documents into temporal and non-
temporal queries. Efron and Golovchinsky [74] expand on Li and Croft [144]’s recency
prior by directly incorporating an exponential decay function into the query likelihood.
In this thesis, we examine the performance of a range of cognitively motivated document
priors.

Meanwhile, TIR gained more interest with the rise of social media data. Weerkamp
and de Rijke [265] use timeliness of a blog post as an indicator for determining credibility
of blog posts. For blogger finding, Keikha et al. [130] propose a distance measure based
on temporal distributions and Seki et al. [221] try to capture the recurring interest of a
blog for a certain topic using the notion of time and relevance. For blog feed retrieval,
Keikha et al. [129] use temporal relevance models based on days and the publications in
the blog feeds.

Later, microblogging emerged and introduced new challenges. For one, the docu-
ments are “micro”, i.e., very short. In the case of Twitter 140 characters long. Further,
the information need is recent and traditional ranking does not directly transfer. Much of
the research in microblogging is focussed on Twitter data, due to its accessibility, legally
and electronically. Several new problems surfaced. Under the assumption that the most
recent tweets are the most relevant, Massoudi et al. [157] use an exponential decay func-
tion for query expansion on microblogs. According to Efron [72] the unit of retrieval
is often not clear, opinion and subjectivity are present, and time and place are vital and
should be taken into account. Teevan et al. [239] compares search behaviour on Twit-
ter with web search and finds that users search for temporally relevant information and
information related to people. Early approaches for microblog retrieval embraced the
notion of time, be it as a prior [157] together with document quality, or to help for query
modeling [74]. Ultimately, this lead to the introduction of a Microblog track at TREC
2011. In 2011 (and the following year) the task was to return relevant and interesting
tweets for a given query Ounis et al. [177], but close to the timestamp of the query—
essentially realtime search. The participants exploited typical characteristics of Twitter,
e.g., the hashtags, the existence of hyperlinks, and the importance of time. Typically they
were integrated into query expansion, filtering or learning to rank approaches [177, 228].
The 2011 dataset resulting from this track is being described in Section 3.3.

Efron [73] argues that query-specific temporal dynamic functions might be the key
for microblog retrieval, and Efron et al. [75] use document expansion and incorporates
a dynamic exponential prior. Khodaei and Alonso [132] propose to use temporal infor-
mation, like recency of likes and friendships for social search. Whiting et al. [270] also
makes use of the pseudo-relevant documents, creating a similarity graph between terms.
The similarity is based on traditional term frequency as well as the terms temporal simi-
larity. Metzler et al. [163] retrieve events instead of single messages, using the messages
as a description of the happenings around the events. Similarly, Choi and Croft [53] se-
lect time windows for query expansion on microblogs based on social signals, such as
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retweets. Independently, Lin and Efron [146] look at the temporal distributions of the
pseudo-relevant and the relevant documents for microblog retrieval. They use an oracle
based on the temporal distribution of the relevant documents to motivate why this should
be done. At TREC 2013 a new, much larger corpus and dataset was introduced with
again the task of realtime search [145].

In general, the approach to detecting temporally active time periods (salient events)
in the temporal distribution of pseudo-relevant documents proved successful in the news
and blog setting [10, 26, 61, 62, 96, 129]. Berberich et al. [27] detect temporal informa-
tion needs, manifested as temporal expressions, in the query and incorporate them into a
language model approach. Amodeo et al. [10] select top-ranked documents in the high-
est peaks as pseudo-relevant, while documents outside peaks are considered to be non-
relevant. They use Rocchio’s algorithm for relevance feedback based on the top-10 doc-
uments. Dakka et al. [62] incorporate temporal distributions in different language model-
ing frameworks; while they do not actually detect events, they perform several standard
normalizations to the temporal distributions. Building on our work [188], Berberich
and Bedathur [26] and Gupta and Berberich [96] motivate the need for diversification of
search results using twenty years of New York Times data. They combine models from
[62] with diversification models. This is different from our work in so far as our datasets
did not feature multiple salient events therefore rendering the need for diversification
useless.

In Chapter 6 we use salient events for query modeling in news and blog data as well
as for reranking for candidates in active learning for entity filtering on microblog data. In
Chapter 7 we present different, cognitive, priors and use them similar to the exponential
decay prior presented in Equation 2.6.

2.4 Entity Filtering

A different, but also important task for Online Reputation Analysis (ORA), is the filtering
of social media for the relevance to an entity—entity filtering (EF). Filtering is different to
retrieving documents: retrieval is the initial step of finding documents potentially relevant
to an entity in a large document collection. The documents are often ranked according to
relevance to the entity with a high recall being most important. The filtering of documents
then casts a binary decision for relevant or not relevant, introducing higher precision. It
is a vital preprocessing step for other tasks in ORA: If the performance of the EF module
decreases, the performance of all subsequent modules is harmed [230]. Early filtering
tasks at the TREC-4–TREC-9 conferences asked systems to filter a stream of documents
according to a topic [206] to create profile. The topics could change over time.

WePS3 [5] is a community challenge for entity disambiguation for reputation man-
agement. The task was to disambiguate company names in tweets. From this emerged
a large body of research on entity disambiguation [194, 245, 279]. The EF task has
been part of evaluation campaigns at WePS-3 [5] and RepLab 2012 [6] and 2013 [7]. A
similar task, not motivated by ORA, was introduced at TREC-KBA [87, 88]. Here, the
focus is to present an entity as a semi-structured document that evolves over time and
find important and relevant documents to improve the profile of an entity. In the ORA
motivated task [5–7] every relevant document is interesting and needs to be looked at.
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The RepLab 2013 dataset is provided with entity-specific training data, that can be used
to build entity-oriented supervised systems and simulate the daily work of reputation an-
alysts. The system that obtained the best results at RepLab 2013, POPSTAR [214], is
based on supervised learning, where tweets are represented with a variety of features to
capture the relatedness of each tweet to the entity. Features are extracted both from the
collection (Twitter metadata, textual features, keyword similarity, etc.) and from external
resources such as the entity’s homepage, Freebase and Wikipedia. The best run from
the SZTE NLP group [99] applies Twitter-specific text normalization methods as a pre-
processing step and combines textual features with Latent Dirichlet Allocation to extract
features representing topic distributions over tweets. These features are used to train a
maximum entropy classifier for the EF task. The best run submitted by LIA [58] is based
on a k-nearest-neighbor classifier over term features. Similar to the official RepLab 2013
baseline, which labels each tweet in the test set with the same label as the closest tweet in
the training set, LIA matches each tweet in the test set with the nmost similar tweets. The
best run submitted by UAMCLyR [216] uses a linear kernel SVM model with tweets rep-
resented as bags-of-word; this run is very similar to our passive initial model presented
in Chapter 7, apart from differences in the preprocessing of tweets and the learner pa-
rameters. Finally, UNED ORM [230] report on the results of a Naı̈ve Bayes classifier of
bag-of-words represented tweets that performs similarly to the RepLab 2013 baseline.

Apart from the difference in task, the work in this thesis differs from earlier ap-
proaches in that (1) we do not use external data, only tweets are considered to learn a
model, and (2) new labeled instances are directly added to the training set used to update
the model. We present this approach in Chapter 7.
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Datasets

In this thesis we use three types of data: news, blogs, and microblogs. For retrieval
experiments, we introduce the news datasets in Section 3.1 and the blog dataset in Sec-
tion 3.2. We use three microblog datasets: one for retrieval (see Section 3.3) and two
ORA specific datasets in Section 3.4. Table 3.1 provides an overview of the different
retrieval datasets.

3.1 TREC News

For our experiments we use two news collections: TREC-2: on AP data disks 1 and 2
and TREC-{6,7,8}: the LA Times and Financial Times data on disks 3 and 4. We only
use the title field of the queries for all topics and test collections. In previous work,
the construction of the training and test set and selection of temporal data for a news
collection has been done in multiple ways.

For comparability with previous literature, we usually show the results for different
subsets of queries; the precise query splits can be found in Appendix 3.A. We consider the
following query subsets: recent-1, recent-2, temporal-t, and temporal-b. Here, recent-1
is a subset of TREC-{7,8}, an English news article collection, covering a period between
1991 and 1994 and providing nearly 350,000 articles; we have 150 topics for TREC-
{6,7,8}; recent-1 was selected by Li and Croft [144]; below, this query set was randomly
split to provide training and testing data.

The query set recent-2 consists of two parts. The first part is based on the TREC-2
dataset, an English news article collection, covering the period between 1988 and 1989
and providing a total of just over 160,000 articles; we have 100 topics for TREC-2, of
which 20 have been selected as recent by Efron and Golovchinsky [74]; this query subset
is part of recent-2. The second part of recent-2 is based on the TREC-{6,7,8} dataset,
again selected by Efron and Golovchinsky [74]. Training and testing data are the queries
from TREC-6 and TREC-{7,8}, respectively.

Finally, Dakka et al. [62] created a set of temporal queries, temporal-t, a subset of
TREC-{6,7,8}, where again, training and testing data are the queries from TREC-6 and
TREC-{7,8}, respectively.
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Table 3.1: Summary of collection statistics for AP, LA/FT, Blogs06, and Tweets2011 and
of the various query sets that we use.

TREC-2
(disks 1, 2)

TREC-{6,7,8}
(disks 4, 5)

TREC-Blogs06 Tweets2011

# documents 164,597 342,054 2,574,356 4,124,752
period covered 02/1988–

12/1989
04/1991–
12/1994

12/2005–
02/2006

01/24/2011–
02/08/2011

topics 101–200 351–450 (test),
301–350 (train)

851–950,
1001–1050

MB01–MB49

recent-1 queries – 7 (train), 24 (test) – –
recent-2 queries 20 16 (train), 24 (test) – –
temporal-t queries – 31 (train), 55 (test) – –
temporal-b queries – – 74 –

3.2 TREC Blog

The Blogs06 collection [153] is a collection of blog posts, collected during a three month
period (12/2005–02/2006) from a set of 100,000 blogs and was used in the TREC Blog
track [176]. As to the topics that go with the collections, we have 150 topics for the blog
collection (divided over three TREC Blog track years, 2006–2008), of which temporal-b
forms a set of temporal queries. The queries were manually selected by looking at the
temporal distribution of the queries’ ground truth and the topic descriptions as queries
that are temporally bursting. We split the blog collection dataset in two ways: (i) leave-
one-out cross validation, and (ii) three fold cross-validation split by topic sets over the
years. One issue with the second method is that the 2008 topics have a smaller number
of temporal queries, because these topics were created two years after the document col-
lection was constructed—topic creators probably remembered less time-sensitive events
than in the 2006 and 2007 topic sets.

As to preprocessing, the documents contained in the TREC datasets were tokenized
with all punctuation removed, without using stemming. The Blogs06 was cleaned fairly
aggressively. Blog posts identified as spam were removed. For our experiments, we only
use the permalinks, that is, the HTML version of a blog post. During preprocessing, we
removed the HTML code and kept only the page title and block level elements longer than
15 words, as detailed in [106]. We also applied language identification using TextCat,1

removing non-English blog posts. After preprocessing we are left with just over 2.5
million blog posts.

3.3 TREC Microblog

The Tweets2011 dataset consists of 16 million tweets, collected between 24th January
and 8th February, 2011. We use language identification [46] to identify (and then keep)

1 http://odur.let.rug.nl/%7Evannoord/TextCat/
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English language tweets. Duplicate tweets are removed, and the oldest tweet in a set of
duplicates is kept. Retweets are also removed. In ambiguous cases, e.g., where comments
have been added to a retweet, the tweet is kept. Hashtags remain in the tweet as simple
words, i.e., we simply remove the leading hashtag. We perform punctuation and stop
word removal, based on a collection based stop word list. We consider two flavors of the
collection: filter and unfiltered; following insights gained by participants in the TREC
2011 Microblog track, only tweets are returned that have a URL, do not have mentions,
and do not contain the terms I, me, my, you, and your. To prevent future information from
leaking into the collection, we created separate indexes for every query.

This leaves us with between 320,357 and 4,124,752 tweets in the final indexes. We
have 49 topics for this dataset.

3.4 RepLab

We have introduced the RepLab challenge in Section 2.2.2 and Section 2.4 in Chapter 2.
In the following we lay out the datasets from RepLab 2012 and RepLab 2013 for the
estimation of reputation polarity. We also use the RepLab 2013 dataset for entity filtering.
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Figure 3.1: Distribution of labeled data over training (0-5) and test entities (6-36) for
RepLab 2012.

3.4.1 RepLab 2012

The RepLab 2012 dataset was made available by the RepLab 2012 benchmarking ac-
tivity [6]. The goal was to provide an annotated dataset to simulate the monitoring and
profiling process of reputation analysts. The dataset is annotated for relevancy, reputation
polarity and topics with their priority towards an entity. The test collection comes with
a total of 6 training entities and 31 testing entities. For a given entity, systems receive a
set of tweets that have to be scored for reputation: −1 for negative reputation polarity, 0
if the system thinks that there is no reputation polarity at all, and 1 if the system thinks
that it has positive reputation polarity. The tweets come in two languages, English and
Spanish; RepLab 2012 participants were required to work with both and to return their
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Figure 3.2: Distribution of labeled training data for RepLab 2013.

results for both. The tweets on which systems have to operate come in two flavors: la-
beled and background. Each of these comes in two sets: training and test. In particular,
the background dataset contains 238,000 and 1.2 million tweets for training and test set,
respectively: 40,000 and 38,000 tweets per entity on average, respectively.

To comply with the Twitter Terms of Service, the RepLab 2012 corpus is not dis-
tributed; instead, ids of tweets are distributed and participants crawl the content them-
selves. The set of labeled tweets in the training dataset contains 1,649 tweets, of which
we managed to download 1,553 (94.1%). The set of unlabeled tweets for the test data
contains 12,400 tweets, of which we managed to download 11,432 (92.2%). The set of
labeled tweets in the test dataset contains 6,782 tweets, of which we downloaded 6,398
tweets (94.3%). Figure 3.1 shows the distribution of labeled data over the entities, train-
ing (0–5) and test set (6–36). Entity 16 does not have any relevant tweets and therefore
no reputation assessment; it is therefore discarded. The data was not collected in real
time and users restricted public access to their data. As a result between 5.3% (25%) and
38.7% (40.7%) of the sender features are missing in the training (test) datasets.

For the entity-independent version of the reputation polarity task, we train on the orig-
inal training data made available by RepLab 2012. For the entity-dependent formulation,
we use the temporally earlier tweets (i.e., the tweets published earlier) and evaluate on
temporally later tweets. Per entity, this leads to far less training data than using the en-
tire training set from the entity-independent formulation. Using incremental time-based
splitting [25] for each entity, we compare using incrementally changing entity-dependent
training sets with using the entity-independent training set.

Our reception features are based on reactions (replies or retweets) to the tweets. We
extracted ∼434,000 reactions (17,000 per entity) from the test background dataset and
∼50,000 (8,000 per entity) from the training background dataset. These are supple-
mented with all (∼228,000,000) reactions from an (external) Twitter spritzer stream col-
lected after the earliest date of a tweet in either training or test data (25th October, 2011).
Table 3.2 lists the number of reactions to tweets in the background dataset. To enable
reproducibility of the results, the ids of the additional reactions to tweets in the RepLab
2012 dataset are made available.2 Our splitting of the entities into different domains can

2http://ilps.science.uva.nl/sites/ilps.science.uva.nl/files/replab2012-
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Table 3.2: Mean number of reactions per entity, statistics per dataset. The min, max,
and standard deviation (abbreviated as std) are shown as well. Note that the number of
replies is very different for the test data.

training data test data

mean min max std mean min max std

#retweets 4767 2620 8982 2131 5282 2059 14831 2925
#replies 72 28 151 39 554 57 1806 464

#reactions 4839 2648 9066 2153 5836 2203 15119 2930

#tweets with 1854 2614 1177 469 2410 1097 4249 855
a reaction
#labeled tweets 9.8 19 0 5.43 0.4 0 4 0.9
with a reaction

be found in Appendix 3.B.

3.4.2 RepLab 2013

The RepLab 2013 dataset was introduced in RepLab 2013 [7]. Similar to RepLab 2012,
the goal was to provide an annotated dataset to simulate the monitoring and profiling
process of reputation analysts. The dataset is annotated for relevancy, reputation polarity
and topics with their priority towards an entity. This dataset is different from RepLab
2012 as it introduces a different training and testing scenario. The dataset comprises a
total of 142,527 tweets in two languages: English and Spanish. Crawling was performed
from June 1, 2012 to December 31, 2012 using each entity’s canonical name as query
(e.g., “stanford” for Stanford University). The time span of the two sets is 553 and
456 days, respectively. The time span of the data is not fixed so as to ensure that there
is enough test and training data. The dataset consists of 61 entities in four domains:
automotive, banking, universities and music. For every company, 750 (1,500) tweets
were used as training (testing) set on average, with the beginning of the training and test
set being three months apart. In total the training set contains 34,872 tweets and the test
set 75,470 tweets. The background dataset (1,038,064) are the tweets published between
the training and test set. The original dataset was created based on our own Twitter
sample: we therefore do not miss data points (we have 100% of all tweets). Figure 3.2
shows the distribution of labeled training data for the different entities. As we can see,
the negative training data is prevalent. Table 3.3 shows the statistics for the replies we
extracted. The test set does not feature as many replies as the training set as there was
no background set after the test set. With the dataset being based on our own Twitter
sample, furthermore, we do not have additional replies. Figure 3.3 displays the number
of entities that have annotated tweets over time. Several tweets were originally published

reactions_trial.zip
http://ilps.science.uva.nl/sites/ilps.science.uva.nl/files/replab2012-
reactions_test.zip
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Figure 3.3: The number of tweets, split by training and test set, per day.

before June 2012, but then retweeted at a later time period. The date of the retweet could
not be extracted and we approximate the date by using the date of the original tweet. As
we can see in Figure 3.3, very few tweets were originally published before the beginning
of the test set. There is, therefore, a limited temporal overlap between the training and
test set. Similar to RepLab 2012, for a given entity, systems receive a set of tweets that
have to be scored for reputation: −1 for negative reputation polarity, 0 if the system
thinks that there is no reputation polarity at all, and 1 if the system thinks that it has
positive reputation polarity. For entity filtering, systems have to cast a binary decision
for relevant or not. To our knowledge, this is the largest dataset available for the entity
filtering task in microblog posts.3

We use the TREC News datasets in Chapter 6 and Chapter 8. The Blog06 dataset is used
in Chapter 6, while the Tweets2011 dataset is used in Chapter 8. The RepLab 2012 and
2013 dataset is used in Chapter 5, the latter was also used in Chapter 7.

3http://nlp.uned.es/replab2013
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Table 3.3: For the RepLab 2013 dataset, the mean number of reactions per entity, statis-
tics per dataset. The min, max, and standard deviation (abbreviated as std) are shown as
well. I: #retweets, II: #replies, III: #reactions, IV: #tweets with a reaction, V: #labeled
tweets with a reaction for training and test data (in brackets).

mean min max std

I 43680 45 1141813 157718
II 14638 44 99420 20664

III 58320 89 1174511 165509

IV 14551 44 99128 20585
V 30.4 (81.9) 1 (1) 194 (574) 44.5 (136.3)

3.A Query Sets Used

Below we list the queries in the query sets introduced in Section 3.1 and in Section 3.2,
and overviewed in Table 3.1.

Recent-1
The query set used by Li and Croft [144], named recent-1 in this thesis:

• TREC-7, 8 test set: 346, 400, 301, 356, 311, 337, 389, 307, 326, 329, 316, 376,
357, 387, 320, 347;

• TREC-{7, 8} training set: 302, 304, 306, 319, 321, 330, 333, 334, 340, 345, 351,
352, 355, 370, 378, 382, 385, 391, 395, 396.

Recent-2
The query set used by Efron and Golovchinsky [74], named recent-2 in this thesis:

• TREC-2: 104, 116, 117, 122, 132, 133, 137, 139, 140, 148, 154, 164, 174, 175,
188, 192, 195, 196, 199, 200;

• TREC-6, training set: 06, 307, 311, 316, 319, 320, 321, 324, 326, 329, 331, 334,
337, 339, 340, 345, 346;

• TREC-{7,8}, test set: 351, 352, 357, 373, 376, 378, 387, 389, 391, 401, 404, 409,
410, 414, 416, 421, 428, 434, 437, 443, 445, 446, 449, 450.

Temporal
The query set used by Dakka et al. [62], named temporal-t in this thesis:

• TREC-6, training set: 301, 302, 306, 307, 311, 313, 315, 316, 318, 319, 320, 321,
322, 323, 324, 326, 329, 330, 331, 332, 333, 334, 337, 340, 341, 343, 345, 346,
347, 349, 350;
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• TREC-7, test set: 352, 354, 357, 358, 359, 360, 366, 368, 372, 374, 375, 376, 378,
383, 385, 388, 389, 390, 391, 392, 393, 395, 398, 399, 400;

• TREC-8, test set: 401, 402, 404, 407, 408, 409, 410, 411, 412, 418, 420, 421, 422,
424, 425, 427, 428, 431, 432, 434, 435, 436, 437, 438, 439, 442, 443, 446, 448,
450.

Manually selected queries with an underlying temporal information need for TREC-
Blog, named temporal-b in this work:

• Blog06: 947, 943, 938, 937, 936, 933, 928, 925, 924, 923, 920, 919, 918, 917,
915, 914, 913, 907, 906, 905, 904, 903, 899, 897, 896, 895, 892, 891, 890, 888,
887, 886, 882, 881, 879, 875, 874, 871, 870, 869, 867, 865, 864, 862, 861, 860,
859, 858, 857, 856, 855, 854, 853, 851, 1050, 1043, 1040, 1034, 1032, 1030, 1029,
1028, 1026, 1024, 1021, 1020, 1019, 1017, 1016, 1015, 1014, 1012, 1011, 1009.

3.B Domains

Below we list the grouping of entities in RepLab 2012 into domains:

Banking: RL2012E04, RL2012E08, RL2012E15, RL2012E17 RL2012E19,
RL2012E24, RL2012E36,

Technology: RL2012E00, RL2012E02, RL2012E09, RL2012E11, RL2012E13,
RL2012E20, RL2012E35

Car: RL2012E26, RL2012E28, RL2012E29 RL2012E30, RL2012E31
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4
Analyzing Annotation Procedures and

Indicators for Reputation Polarity of
Online Media

Observational studies, whether in the form of user studies, user panels, or a large-scale
log analysis, can help us understand users’ information behavior, how people interact
with information. Outcomes of such studies may also inform contrastive experiments
related to users’ search experience. Such studies are especially important and informa-
tive in the setting of newly emerging search paradigms or newly emerging information
sources. Because of this, a large number of observational studies relating to accessing so-
cial media have appeared over the past decade. Early studies focused on blogs, bloggers,
and blog search [166]. Later studies look at the full spectrum of social media available.
Often, one of the key questions asked is who the people using social media are and how
they use it. Several observational studies have looked at who uses social media [69, 140].
Other work has looked at how people in general use social media, in particular Twit-
ter [117, 119, 170] or how subgroups of users use social media for support when facing
disease [79], communication with loved ones in the army [203], teenagers [63], or coor-
dination of revolutions [152].

By and large these observational studies of users interacting with social media fo-
cus on non-professional users, whose information behavior is mostly triggered by private
goals, concerns, and interests. In contrast, the information behavior of professionals is
especially interesting as there often is a clear, and sometimes even formalized, under-
standing of the tasks that give rise to their behavior. As a consequence, the information
behavior of professionals has been studied extensively, though not for social media pro-
fessionals. For instance, Huurnink et al. [112] study the search behavior of media profes-
sionals to help inform the development of archival video search facilities, while Hofmann
et al. [107] analyse the search processes of communication advisors to infer contextual
factors that help improve the effectiveness of algorithms for a specific expertise retrieval
task. Bron et al. [40] study the interleaved search, research and authoring processes of
media studies scholars to inform the design of multiple search interfaces. However, our
understanding of professionals’ information behavior related to social media is very lim-
ited, as few studies on the topic have been published to date. In this chapter we address
this gap. We study the information behavior of professional social media analysts, in
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particular reputation analysts.
Reputation analysts distinguish themselves from other social media users in several

respects. First, they are consumers of social media data, not contributors. They analyse
and annotate data: their goal is to find the reputation of a company based on a pool of
data. For that, they filter the single media expressions for relevance and annotate them
for reputation polarity. At the end of the process, reputation analysts abstract from this
analysis or write reports on the reputation polarity and alert, both are often split by topics.
Secondly, they are professionals with a vast background knowledge in the domains in
which they are active. This background knowledge is the result of consistent online and
offline monitoring and of focused study of the particular domain.

We first look at the procedures of social media analysts which results in our first
research question:

RQ1.1 What are the procedures of (social media) analysts in the analysis and annotation
of reputation polarity?

Answers to this question can lead to better (semi-manual) algorithms for estimating the
reputation polarity of single media expressions. Better algorithms can facilitate the pro-
cess of estimating reputation polarity, as well as the overall reputation. We use two
approaches to answer this question. First, we are analyzing log data of an annotation tool
for online media to give quantitative results for four media: Youtube, Google, Facebook
and Twitter.

Second, focusing on tweets, we then ask media analysts responsible for annotation
about their annotation process. We only focus on tweets for two reasons. First, the
benchmarks for automatic classification are for Twitter data and secondly, the metadata
is rich but also rather uniform. We find that the annotation process varies over different
media types. For tweets in particular, analyzing and understanding the author, topic, and
reach of a tweet is vital for estimating the reputation polarity. The reach of a tweet is
who and how many people are exposed by the tweet.

Early attempts at automatically estimating the reputation polarity use the sentiment
of online conversations [108]. While such approaches are automatic and therefore low-
cost approaches, sentiment analysis proves to be prone to delivering incorrect results for
reputation polarity [6]. Therefore, single media items are still mainly annotated man-
ually for reputation polarity and (semi)-automatic approaches to the annotation process
are needed. A range of initiatives are underway to address this need [6, 7, 280]. For
instance, the RepLab 2012–2014 challenges [6, 7, 9] at CLEF provide annotated train-
ing and testing data for teams to develop and test systems to estimate reputation polarity.
With rather poor effectiveness of the systems, we cannot declare the automatic estimation
of reputation polarity as understood.

This observation naturally leads to our second research question:

RQ1.2 On a per tweet level, what are the indicators that reputation analysts use to anno-
tate the tweet’s impact on the reputation of a company?

We again use two different approaches to answer this question. First, we ask media ana-
lysts as to what their indicators are. Secondly, instead of retrospective self-analysis, we
record media analysts in their usual annotation environment while thinking aloud. This
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allows us to analyse their behavior. Among others, we find several key indicators that
help estimating reputation polarity. In particular, the topic of a tweet and the authority—
the topical authority—of its author, are vital for the estimation of its reputation polarity.
This topical authority does not need to be based on online data, but can in fact be based on
offline media and social networks as well. Additionally, the number and type of followers
is important; again the reach of a tweet.

Our contribution lies in the analysis of a unique subgroup of professional social me-
dia users: reputation analysts. They consume a vast number of social media and need
to deduct from individual findings without directly contributing to conversations. In or-
der to understand the procedures and thought processes leading to decisions, we use
three datasets (two observational studies and one survey) instead of one, which is com-
mon. This allows us to approach the research questions from different angles. We also
contribute indicators and feature types that can be used to improve (semi-)automatic es-
timators for reputation polarity.

We introduce related work on our methodology in Section 2.2. We introduce our three
datasets in Section 4.2. Section 4.3 and 4.4 analyse the answers to RQ1.1 and RQ1.2,
respectively. We discuss the impact and consequences of our findings and conclude in
Section 4.5.

4.1 Methodological Background

We introduce different approaches that have been used to understand subgroups of so-
cial media users in Section 4.1.1. We then introduce related work to our log analysis
methodology in Section 4.1.2 and to our think aloud protocol in Section 4.1.3. Finally,
we introduce annotation interfaces and how they have been analysed in Section 4.1.4.

4.1.1 Understanding Social Media Users

Approaches to understanding subgroups and cultures using social media range from on-
line to offline approaches [175]. danah boyd [63] uses both, online and offline participant-
observation for ethnographic community descriptions of teenagers. Examples of offline
approaches are phone interviews, either for quantitative analyisis [69, 140] or qualitative
analysis [79, 203]. Alternative offline approaches are surveys [79] or in person inter-
views [63]. Online approaches to analyse Twitter often rely on crawled posts, be it user
timelines [119, 170], network structures [119], filtered posts based on brands [117] or
hashtags [152]. Posts or timelines are then often manually annotated [117, 170]. The
network flow of topics can be monitored looking at the propagation of hashes or shin-
gles [152].

Since our user group is a passive consumer, we need to rely on a different set of
approaches. We monitor the consuming behaviour using log analysis and the think aloud
protocol. Similar to ethnographic studies [63, 79] we do a retrospective survey.
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4.1.2 Log Analysis

Since the mid-1990’s log data analysis of web sites is considered a typical approach to
understand user patterns [20], while the analysis of information retrieval log data goes
further back [162]. Early work focusses on time series analysis of access patterns [115].
Commonly used techniques [114] for log data analysis are immediate task cancellations,
shifts in direction during task completion, discrepancies during task model and task com-
pletion [20], mining association rules of browsing behavior [35], mining user browsing
patterns and building hypertext probabilistic grammars [36] or trees [192]. Maximum
repeated patterns of user sessions have been analysed in user interfaces [226] in general
as well as web interfaces [39]. As an addition to explicit user feedback, such as clicks
and requests, Velayathan and Yamada [256] also use implicit feedback, such as dwell
time.

In general, we refer to an annotation as a comment and metadata attached to media,
such as text, images, or video. An annotation can be as simple as a binary classification
(spam/ham) to more advanced annotations like trees (syntax or dependency trees).

4.1.3 Think Aloud

Verbal reports are reports by users before, while, and after they perform a task. Nisbett
and Wilson [173] review a number of studies in which verbal reports can give false re-
sults, in particular retrospective and interruptive reports. Lewis [141] introduce the think
aloud protocol as we know it now, using the concurrent and introspective think aloud
protocol, that was later introduced to usability studies [142]. We are using the introspec-
tive think aloud protocol, as excellently described in [255]. To the best of our knowledge,
there is no prior research on using this method to find indicators for annotations of repu-
tation polarity.

4.1.4 Annotation Interfaces

Together with the different annotation tasks addressed by our reputation analysts, such
as filtering and reputation polarity assignment, come different kinds of interfaces. In the
following we split the interfaces into two groups: interfaces for tagging and interfaces
for (often linguistic) coding. The main difference between the interfaces is not the how,
but the why of annotation. Tagging interfaces are often inherent parts of a system: be
it assigning tags to photos,1 linking photos with other users,2 or assigning hashtags to
tweets.3 The motivation to tag is implicit: users are looking for a better experience of
the system, be it to be connected to more friends or to reach more users with their tweets
or photos. Additionally, the annotations themselves are spread over a large user base.
Interfaces for coding media exist only for the coding itself: the goal is the coding and
not a pleasurable experience of the system. The tasks range from assessing relevance
to documents [16, 68, 196] to more advanced linguistic features [60, 77, 169]. Coding
interfaces can also be used for media analysis, where the media is being annotated for

1http://www.flickr.com
2http://www.facebook.com
3http://www.twitter.com
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different stakeholders, reputation polarity, or audience. For coding interfaces the annota-
tors (or assessors) are fewer, but they do more annotations. Most importantly, they often
get paid and are therefore explicitly motivated. Additionally, a vital feature of tagging
interfaces is that they need to be easy and intuitive to use, while assessors using coding
interfaces may be trained.

Now we turn to (publicly available) coding interfaces. For many simple tasks, for ex-
ample the coding of sentiment or relevance, tailor-made (non-public) interfaces or even
spreadsheets are being used [43]. For relevance assessments, Downey and Tice [68] show
the interface and its requirements for assessing relevance for topic modeling. They use
traditional usability tests to evaluate the interface. Piwowarski et al. [196] have consis-
tently been improving the interface to assess relevance of structured documents, basing
their analyses of the assessments on inter-annotator agreement and document coverage.
For linguistic features, such as the annotation tree structures or roles, interfaces such as
GATE [60], MMAX2 [169], and the ITU treebank annotation tool [77] have been used
quite extensively. As to guidelines on how to design such an interface, one of the most
important requirements found in early interfaces is that there is a minimum of motion
required to make an annotation [274]. Burghardt [43] provides guidelines to assess the
usability of those interfaces and shows that many of them do not follow simple usability
principles and are often created based on rough intuition of the engineer. As far as we
know, only requirement analysis and usability studies of the interfaces themselves have
been performed. Analyses with respect to processes of how people annotate a specific
problem are missing.

4.1.5 Related Annotation Tasks

While credibility of media is not reputation polarity, it can be an important part. Hilligoss
and Rieh [103] introduce a framework for online credibility, finding that social, rela-
tional and dynamic frames surrounding the information seeker provide boundaries for
their judgments. St. Jean et al. [233] conduct phone interviews with online content con-
tributors to analyse how they establish and assess the credibility of online content. They
find that they use one or more of three types of credibility-related judgments intuitive,
heuristic, and strategy-based. The intuitive assessment is not random, rather based on an
instinct after consuming the information. The heuristic assessment was to stay within fa-
miliarity and authority of the author. Strategy-based assessments entail cross-referencing
of information and accessing primary sources. There are several differences between our
work and previous work on the assessment of online credibility. First, we look at repu-
tation polarity instead of credibility and while credibility (or authority) is an important
indicator for reputation polarity, it is not the same. Secondly, we are looking at the in-
dicators used by social media analysts who studied and learnt the assessment of (online)
information. One of the indicators we find is in fact user authority, which is similar to
credibility, while the other indicators are not only about credibility.
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4.2 Datasets

The general reputation of a company is determined by media analysts. Media analysts
follow offline and online news and digest information about the company and conversa-
tions about it. They write daily monitoring or quarterly profiling reports. Social media
analysts focus on monitoring and profiling the conversation about a company in social
media. Below, we will refer to media analysts and social media analysts together as
analysts.

In the following we introduce the datasets, in particular the method of their creation,
and the participants. We begin with a questionnaire dataset in Section 4.2.1. Section 4.2.2
introduces a log dataset from an annotation interface, while Section 4.2.3 explains the
methodology we used to collect and code videos of analysts in their annotation environ-
ment. Section 4.2.4 links the research questions to the datasets.

4.2.1 Questionnaires
We asked a pool of analysts working for a leading Spanish speaking communication
and reputation consultancy to fill out a questionnaire about their approach to annotating
tweets as part of their daily routine. In total we have 15 responders, of which 12 are
between 25 and 34, 2 between 18 and 24, and one between 35 and 44 years old. 7 of the
participants are male, the rest female. They worked between 1 and 93 months in the field
of ORM (mean: 20.47±17.44). Figure 4.1a shows the analysts’ university background.
Interestingly, only 4 analysts have a background in marketing.

The analysts work with companies throughout the entire market spectrum. In detail,
they analyse 19 different sectors,4 every analyst analyses companies in 3.8±2.07 unique
sectors (min: 1, max: 9), and analyses 5.07±2.98 companies in general (min: 1, max:
13). Figure 4.1b shows the number of analysts per sector. We can see that 80% of
the analysts work with a client in the energy sector. Otherwise, the types of sectors,
and therefore clients, are very diverse, ranging from government to retail. The actual
questionnaire consists of 12 questions (see Table 4.1) and we finish with an open question
for comments (kept blank by every participants). The full set-up of the questionnaire can
be inspected online.5 Questions with an answer format in the form of a Likert scale (5
point or binary) have a high number of answers (10–15), while open questions, requiring
a higher cognitive load, tend to have very few answers (6–8). The two questions where
the user was asked to click an image turned out to be difficult: only 4–5 people clicked
the images. The reasons could be that the image loading time was too long or the question
format was new and participants did not know the procedure.

4The sectors are: Pharmaceutical, Telecom, Law, Finance, Tobacco, Food, Media, Energy, Housing, Min-
ing, Banking, Health, Cosmetics, Car, Government, Tech, Retail, Tourism, and Insurance.

5https://uvafeb.az1.qualtrics.com/SE/?SID=SV_eqR2gDsJKitaDGd
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Figure 4.1: (Questionnaire dataset) (a) Analysts who participated in the questionnaire
with their university background. (b) Analysts and the sectors they are working on.
A single analyst may work in multiple sectors and may have multiple university back-
grounds.

Table 4.1: Overview over the questions of the questionnaire with additional information.
LK stands for 5 point Likert scale, B for binary, OQ for open question, and CI for a
clickable image.

Topic ID Question Answer #
format Answers

Annotation
process

Q1 Below (see Table 4.2) you can find several steps
in the process of annotating reputation polarity
for a tweet. Please indicate how important this
step is in your annotation process.

LK 15

Q2 Imagine you had an automatic tool (not 100%
reliable) for the steps in the process. Which
of the steps below6 must be done manually and
which steps would you like to have automated?

LK 12

Q3 In which steps7 of the annotation process do you
use background information? Background in-
formation can be but is not limited to lists of im-
portant users, links to articles or blogs, meaning
of hashtags.

B 12

Q4 What kind of background information do you
acquire in the annotation process of tweets?

OQ 6
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Table 4.1: Overview over the questions of the questionnaire with additional information.
LK stands for 5 point Likert scale, B for binary, OQ for open question, and CI for a
clickable image.

Topic ID Question Answer #
format Answers

Indicators
for
reputation
polarity

Q5 Can you give me a list of typical indicators or
features for the reputation polarity of a tweet?

OQ 6

Q6 Consider the following indicators for reputation
polarity of a tweet. In your annotation process,
how important are the indicators for the annota-
tion of reputation polarity?

LK 12

Indicators
for user
authority

Q7 Please click on the position of the user profile
below (see Figure 4.10a) that is most indicative
for the users authority.

CI 4

Q8 Is this user (see Figure 4.10a) an authority? B 12

Q9 Please click on the position of the user profile
below (see Figure 4.10c) that is most indicative
for the users authority.

CI 6

Q10 Is this user (see Figure 4.10c) an authority? B 12

Q11 What is an authoritative Twitter user with re-
spect to a company? Please explain what an au-
thoritative user means to you.

OQ 8

Q12 How do you find important and authoritative
Twitter users? Please provide a list of steps in
the steps in the search process.

OQ 8

General

Q13 Which of the following statements apply for the
analysis of reputation polarity of tweets? (Repu-
tation analysis [is costly, is important for ORM,
is fault-tolerant, is tedious, must not have mis-
takes, is time-consuming])

LK 10/11

4.2.2 Annotation System Logs

In the following we introduce a dataset based on a web interface used for annotating
documents for reputation. We first introduce the annotation interface in Section 4.2.2
and then proceed with a description of the log data collected in Section 4.2.2.
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Table 4.2: (Questionnaire dataset) Steps taken that lead to an annotation as indicated in
the questionnaire.

ID Description

0 Understand the conted of linked images
1 Read the web page linked in the tweet
2 Read the tweet
3 Read the replies to a tweet
4 Read the profile of the author of the tweet
5 Read the comments in a web page the tweet links to
6 Look at linked images
7 Finding tweets
8 Estimating the topic of the tweet
9 Determine type of the author of the tweet
10 Determine the opinion of retweets of the tweet
11 Determine the opinion of replies to the tweet
12 Determine the opinion of comments to linked web page
13 Determine the opinion of a linked web page
14 Determine the meaning of a hashtag
15 Determine the audience
16 Determine if the tweet is important and note
17 Determine authoritativeness of the author of the tweet
18 Determine an opinion in the tweet

Annotation Interface

In the following we describe the different parts of the web interface. After logging in,
the user starts with a panel to select the project to work on. The project screen then
displays the different brands whose reputation is being compared and allows for entering
new brands. After clicking on the brand, the user is in the main annotation screen. On
the right side of the screen the user can see different tabs, leading to General, Google,
Youtube, Facebook, Twitter, and Graphics panels. The General panel allows for entering,
summarizing, and downloading scores. The Google, Youtube, Facebook, and Twitter
panels are the actual annotation panels and provide lists of documents to be annotated
from the respective media source. The Graphics panel combines the scores visually. Our
analysis focusses on the annotation panels.

Annotation Panel We proceed with the main part of the interface, the annotation panel.
While there are different panels for different media types, their functionality is principally
the same. We explain the functionality of the interface for web results and detail the
difference for the media sources afterwards.

Figure 4.2 shows a mock up of the Google panel for the mock company kumquat.
The panel consists of global and local areas. The local area is reserved for annotations
of a single document, while the global areas allow for annotating multiple documents.
For a single document, analysts can see only the title of the document. A click on the
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Figure 4.2: (Log dataset) Annotation panel for the top Google results for the fictional
entity Kumquat.

title expands the document within a frame. Next to the title, one can download and
then see the authority score for the document. The authority score for web results is
the PageRank, externally estimated. While the previous fields are meant to provide the
analysts with information, the next fields we discuss are for annotations: a drop-down
menu for the dimensions and their attributes (see Table 2.1), the audience (ranging from
general to expert journalists), the reputation polarity (ranging from -2 to 2), and the
relevance (ranging from 0 to 5: the default relevance is set to 5). The next two fields are
either to save the annotations or delete the document. Deletion means that the document
is simply not relevant to the company.

The global actions are either filtering or deleting multiple documents. Deletion can
be done by ticking the checkbox before the title of the document and then deleting all of
them at once. The filtering of the currently visible documents can be done based on the
dimension and the audience. While deletion actually deletes the documents, filtering just
offers a new view on the already annotated documents.

Differences between the Annotation Panels In principle, the panels are the same for
different data sources. However, for the expansion of the documents, the panels with
Twitter and Facebook data open a new browser window with the original Facebook or
Twitter source.8 Additionally, the authority score depends on the media type: it is the

8This is due to restrictions of the Twitter and Facebook APIs, which do not allow framing the original
source.
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number of views for Youtube videos, the number of fans or members for a Facebook
page or group, and the number of followers of the author of a tweet.

Log Data from the Annotation Interface

We collect click data from the annotation interface. Based on this click data we can
define sessions and actions, and report some basic statistics.

Sessions and Actions A session s is the period of activity between a user logging in
and logging out, by herself or automatically after a time out. Each session is unique,
but a user may have different sessions. A user action sa within a session s is a click
activated request. An action can be a navigational action, an informational action, or an
annotational action. Navigational actions are actions that navigate from one part of the
program to another. For example, the google action switches to the Google annotation
panel. Informational actions are actions that help the decisions in the annotation, like
expanding the media item, requesting further information, or filtering a list of items ac-
cording to a criterion. Annotational actions are actions where an annotation is assigned
to a media item. An annotation session S is a subsession of a session, which is devoid of
navigational actions and contains at least one annotation action. An annotation session
can be in different modi m, depending on where the user navigated to. In fact, as we
are not interested in the metadata annotations per se, we define annotation sessions as
sessions where m ∈ {Google, Twitter, Youtube, Facebook}.

Table 4.3: (Log dataset) The actions that can be logged by the annotation tool.

Navigational Informational Annotational

login expanding delete-single
login-fail filter delete-multi
google hide insert-metadata
twitter request-authority modify-metadata
youtube request-metadata save-annotation
facebook
graphics
overview

Basic statistics In total we have 127 sessions, 42 contain at least one annotational ac-
tion. The average number of actions per session is 84.50 ± 218.74 and 231.60 ± 332.52
for the sessions and sessions with at least one annotation, respectively. The sessions are
between 1 and 1308 actions long, and take on average 137943.33 ± 451822.11 seconds
(removing the outliers: 58347.07± 175098.87). Sessions with at least one annotation are
between 8 and 1308 actions long and take on average 179869.67 ± 458874.88 seconds
(removing the outliers: 66060.00 ± 184169.82 seconds). We could identify at least 11
distinct users, but there can be more because different parts of the company share login
data. In total we have 331 annotation sessions.
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4.2.3 Think Aloud

The think aloud dataset is a set of coded videos of analysts thinking aloud while annotat-
ing tweets for reputation polarity. We asked 4 social media analysts to annotate tweets for
reputation polarity. The analysts were between 24 and 29 years old (mean: 27, median:
27.5). They have been annotating tweets between 3 weeks and 14 months (mean: 35.5
weeks, median: 39 weeks). We used the introspective think aloud protocol from [255].

The analysts were at their workspace, about to follow their daily routine of writing
a daily monitoring report which includes tweets with varying reputation polarity. They
were first asked to read and sign an agreement to be filmed in this process and that this
data can be used for research purposes. The task is to explain what features they look at
to decide the reputation polarity of a tweets, while they are actually annotating the tweets.
The experimenter explained the think aloud protocol: as they were non-native English
speakers they were allowed to utter their thoughts in their native language (Spanish).
After finishing the report or when no tweets needed further annotation, the think aloud
process was stopped and the experimenter had an informal interview with the analyst,
confirming metadata like age and work experience. Every analysts was thanked with
some sweets.

Coding

In total, we have 31 annotated tweets. The codebook for the single tweets was created
based on grounded theory [236] and two annotators created a hierarchical codebook in
Table 4.3. The codebook has five categories: general, webpage, user, metadata, and text.
Every category has subcategories. For example, when an analyst looks at a website, she
can look at more specifically the keywords, age, header, etc., of the website.

The tweets were annotated by the same two coders. We measure the inter-coder
agreement in two ways: per tweet and for all codes. The inter-coder agreement per
tweet analyses for how many tweets there is a complete agreement. The inter-coder
agreement for all codes is the kappa inter-coder reliability. We report both agreements
because there are many codes decreasing the chances of agreeing anyway. The initial
inter-coder agreement was 0.55 at the tweet level and 0.872 at a global level for all codes.
We found that most of the disagreement was based on a misunderstanding between the
codes keywords and topic and well as the dependency of the codes authority
and relevancy of a user on other user codes (the codes are not present in the adjusted
codebook in Table 4.11). Recoding with an adjusted codebook, we now have an agree-
ment of 0.65 on a tweet level and 0.924 on a global level. This agreement is acceptable,
in particular considering the size of the codebook. In the following we only report on
codes both coders agreed on.

4.2.4 Summary

We introduced two research questions in the introduction. For RQ1.1, where we are
identifying the procedures of brand analysts in the annotation of reputation polarity, we
use log datasets and parts of the questionnaire (Q1–Q4). Section 4.3.3 provides the
analysis. For RQ1.2, were we are identifying specific indicators for reputation polarity
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Figure 4.3: (Think aloud dataset) Hierarchical codebook used for analyzing the indica-
tors considered by social media analysts before they come to a decision on reputation
polarity.

on tweets, we use the codes from the think aloud dataset as well as the second part of the
questionnaire (Q5–Q12). Section 4.4 analyses the answers to RQ1.2.
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4.3 Annotation Procedures for Reputation Polarity

One approach to the definition of reputation polarity focusses on how reputation polarity
of a media item can be determined. In this section we analyse the process of annotating
for reputation polarity. In particular, we discuss the answer to the question:

RQ1.1 What are the procedures of (social media) analysts in the analysis and annotation
of reputation polarity?

We provide a two-part answer to this question. In Section 4.3.1 we analyse how people
come to annotation conclusions based on log data of an annotation interface. This data is
based on different kinds of media. We then focus on social media, in particular on Twitter
data, and analyse what analysts state to be important procedures in the questionnaire
dataset in Section 4.3.3. We summarize the findings in Section 4.3.4.

4.3.1 Analysis of Log Data

The overall research question is to understand the process of annotation of reputation po-
larity. We use log data introduced in Section 4.2.2 to answer the two research questions:

RQ1.1.a What are the process actions that lead to annotations?

RQ1.1.b Of the different annotation actions, which ones are the most time intensive?

We begin with an analysis of typical annotation sessions to answer RQ1.1.a and proceed
with RQ1.1.b in Section 4.3.2. What actions lead to an annotation? In the following we
analyse typical actions in annotation sessions and proceed with the more general analysis
of typical sessions.

Typical Actions We first analyse typical actions that lead to an annotation decision.
An annotation decision is an annotational action, as defined in Section 4.2.2, in partic-
ular Table 4.3. The annotational actions are the actual act of annotating a media item
(save-annotation), and two kinds of filtering, batch-deletion (delete-multi)
and single media item deletion (delete). Table 4.4 shows the three most probable ac-
tions that have been logged before one of the three annotation actions with the probability
that this action was logged right before the respective annotational action.

Table 4.4: (Log dataset) The probability of the most frequent actions to leading to an
annotational action. Actions marked with A, I, and N are annotational, informational,
and navigational, respectively. Higher probabilities mean that the action occurred more
frequently before the annotational action.

save-annotation delete-multi delete

0.52 save-annotation (A) 0.35 expanding (I) 0.46 delete (A)
0.22 request-authority (I) 0.25 twitter (N) 0.36 expanding (I)
0.18 expanding (I) 0.14 youtube (N) 0.11 save-annotation (A)
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Figure 4.4: (Log dataset) A visualization of the actions of analysts in annotation sub-
sessions. The different colors indicate the different actions the analysts performed. To
account for a lack of space, we show a sample of 20% of all annotation sessions. C1–C9
indicate the different clusters based on K-Means.

We can see several things in Table 4.4. Both delete and save-annotation are re-
peated actions in about half of all cases because the actions leading to them are delete
and save-annotation in 46% and 53% of all cases. Secondly, for all three an-
notation types the expanding an information processing action such as request-
-authority or expanding has been logged in between 35% and 40% of all cases
before. Analysts were requesting more information before they proceeded to cast an
annotation decision. While save-annotation and delete are embedded in most
(87.01% and 25.07%, respectively) annotation sessions, deleting multiple objects hap-
pens directly after switching to a different media type. One peculiar thing we can see in
Table 4.4 is that request-authority, i.e., requesting the authority for an informa-
tion object, is not very probable to happen directly before deletions. In fact, looking at
the long tail of preceding actions,9request-authority has only been logged in 2%
of all cases before a delete and never before a delete-multi.

Table 4.5 shows the two preceding actions performed before annotational actions,
ranked by probability. It supports the earlier observations.

Typical Annotational Sessions We continue with an analysis of typical annotation
sessions. Figure 4.4 displays a clustered subsessions with at least one annotation, for the

9Due to legal reasons we cannot publish the entire set of log data.
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Table 4.5: (Log dataset) The probability of the most frequent two preceeding actions for
transitioning to an annotational action. Actions marked with A, I, and N are annotational,
informational, and navigational, respectively. Higher probabilities mean that the two
actions occurred more frequently before the annotational action.

save-annotation delete-multi delete

0.46 save-annotation (A),
save-annotation (A)

0.21 expanding (I),
expanding (I)

0.38 delete (A), delete (A)

0.20 expanding (I),
request-authority (I)

0.10 delete-multi (A),
twitter (N)

0.17 delete (A), expand-
ing (I)

0.14 save-annotation (A),
expanding (I)

0.10 save-annotation (A),
expanding (I)

0.13 save-annotation (A),
expanding (I)

lack of space we show a sample (20%). Every line is a subsession, and the colors code
the different actions analysts took in the sequence going from left to right. The clustering
is based on K-Means and frequency vectors of the actions, meaning that subsessions with
similar actions are grouped together. We can see very distinct clusters for deletion and
save-annotation sessions in Figure 4.4, cluster C2, C6, C8 and cluster C3, C4, C7,
and C9. There are three ways people delete: either they delete without looking further
into the data (C6), they delete after exploring the data (C1, C6, and C7), or they delete
incidentally (i.e., without a specific pattern) while annotating (C2, C3, C8, and C9).
We can also see very distinct clusters for different approaches to save-annotation:
we can see annotations without further exploring the data (C3 and C7), informational
annotations in clusters where the item is looked at (expanded) and the annotated (C4)
and even more explorative annotations, including requests for authority.

Figure 4.5 displays all annotation subsessions, grouped by different media modi. Fig-
ure 4.5a and Figure 4.5d display the annotation subsessions for Facebook and Twitter.
They prominently feature sessions without informational actions and few deletions that
happen within a streak of saving annotations. Figure 4.5b shows the annotation sessions
for Youtube data. It features prominently deletions and annotations with a preceding
informational action, we call this explorative deletions and explorative annotations. Fig-
ure 4.5c shows the sessions for Google results. We can see that the again, deletions
are few and often preceded by an expansion of the webpage, while the annotations are
preceded by both, requests for authority and expansions.

Figure 4.6 shows a transition graph from one action to another, where the thickness
of the arrow indicates the probability that the action that is being pointed to follows the
previous one. Transitions with very low probability are left out, unless the transitions
would be the the only incoming transition for the following action node. Those graphs
in Figure 4.6 supports our earlier findings. Figure 4.6a shows that people do not explore
in the Facebook annotation mode. We can also see that people rarely do not at all delete
after annotations, in fact they either annotate or they delete. We can find a similar pattern
in in Twitter subsessions, see Figure 4.6d: here, however, people do occasional change
between save-annotation and delete, showing that there are more incidental
deletes. Additionally, we can see that the expanding and request-authority
are disconnected from the annotational actions. For Youtube (Figure 4.6b) and Google
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Figure 4.5: (Log dataset) A visualization of the actions of analysts in the subsessions.
The different colors indicate the different actions the analysts performed. We use the
same color coding as for Figure 4.4.

(Figure 4.6c) subsessions, this is different. Exploration of the data and annotating the data
goes hand in hand as people alternate between annotational and explorational actions.
Again, analysts do not seem to save-annotations after delete and vice versa,
analysts are expanding before and after deletion.

In general, we can identify specific recurring action patterns surrounding annotations
for all annotation modes. For the Google subsessions, it is expanding, request-
-authority, save annotation. This means that to assess the reputation polarity,
dimensions, and audience for websites, the content as well as an authority score (Page-
Rank, externally computed) is important. For the Youtube subsession it is expanding,
save-annotation, while for Facebook and Twitter it is only save-annotation,
without further explorative actions. For Youtube media, the analysts first look at the
video before annotating, while for Facebook and Twitter data, the annotations are saved
immediately, without further explorative actions: social media texts are short.
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Figure 4.6: (Log dataset) Transition graphs for the actions in the different modi. Arrow
thickness indicates the probability that one action follows another. Transitions with low
probability are left out for clarity, unless no incoming transition would happen. We use
the same color coding as for Figure 4.4.

4.3.2 Annotation Difficulty

We want to learn more about reputation polarity. To this end we look at annotation diffi-
culty. As a proxy for this we use the time it takes to perform an annotation. As a caveat,
we do not have the actual time for annotation actions. Under the assumption that the
annotational subsessions are for annotations only, we can, however, measure the time
it takes for annotations to be done within the length of a subsession. This gives rise
to two definitions of approximate annotation time, session approximation and transition
approximation. Session approximation is the average time needed to perform an annota-
tional action: session length

# annotational actions . Transition approximation is the time passed between two
annotational actions and before a certain action.

On the one hand, the transition approximation allows us to identify the time it takes
to perform a single action and not just the average. On the other hand, this is very
prone to outliers: sessions with breaks from annotations may yield different results. We
therefore remove outliers: if the annotation time for a single action is more than two
standard deviations away from the mean for that session, we remove this action. Table 4.6
shows the average approximation times it takes analysts to annotate. Again, we filter
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Table 4.6: Average time in seconds needed to complete an annotation task.

Facebook Youtube Google Twitter all

time session 1658.81
±3406.23

388.90
±424.33

1221.17
±2519.67

1315.62
±2476.28

1134.08
±2433.51

# actions in session 17.00 ±20.82 20.41 ±21.70 30.83 ±34.05 12.33 ±14.64 22.02 ±26.79
avg. session approx. 47.85 ±47.39 49.41 ±42.57 86.44 ±86.31 64.07 ±62.47 64.49 ±63.26
avg. trans.
approx.

37.94 ±29.07 35.71 ±26.08 60.80 ±55.93 63.64 ±51.75 49.13 ±41.51

avg. trans.
approx., delete

15.65 ±10.85 42.51 ±54.99 39.88 ±48.32 23.57 ±43.51 33.95 ±41.85

avg. trans.
approx., save

44.66 ±29.86 36.85 ±26.35 67.96 ±59.95 68.10 ±51.25 58.97 ±54.30
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Figure 4.7: (Log dataset) Distributions of annotation times in seconds. Figure 4.7a shows
the raw times, while Figure 4.7b has all times outside of two standard deviations re-
moved.

out “extreme” sessions, that are sessions with average values greater than two standard
deviations than the mean of all average approximations. We can see that deletion takes
significantly (based on a t-test) less time than saving (p < 0.001), unless in the Youtube
mode, where it takes more time, though not significantly. Also, saving the annotations
in the Youtube and Facebook mode takes significantly (based on a t-test) less time than
in the Twitter and Google mode (p < 0.01). Figure 4.7 shows the distributions of the
annotation times, in general, motivating our decision to remove the outliers.

It comes as a surprise that the save-annotation annotations for Twitter takes so
long: after all a tweet is only 140 characters long. However, to analyse the details of a
tweet in depth, an analyst needs to browse the profiles on Twitter, which may take time.
Another surprise is that annotating Youtube videos is rather fast. In fact, for many pro-
fessional brands there are not that many videos outside of the brand’s own advertisement
videos. An informed analyst should know those videos, which leads to short annotation
times.
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Summary

The process actions that lead to annotation decisions depend on the media mode: for
Google and Youtube subsessions the actions are informational, in particular looking at
the media item in particular. For Facebook and Twitter media not much explorative action
has been taken before the annotation. We find that saving the annotation (i.e. finishing
the annotation) is more time consuming for Twitter and Google media. For search results
this makes sense because articles are long. For (short) tweets, this suggests that the
information seeking and exploration happens outside the annotation tool and can not be
explained using log data. Below we dive into the process of annotating Twitter media in
particular.

4.3.3 Analysis of Questionnaire
We found that we can not entirely explain the procedures of annotating tweets by looking
at the log data. While we do have an idea that for example the authority of a website is
very important, due to the limitations of the log data, we do not understand what is
important for tweets, in particular, what analysts look at right before the annotation. In
this section we therefore focus on the procedures for the annotation of tweets. We seek
to answer the question

RQ1.c What are the procedures of brand analysts in the annotation of reputation polarity
of tweets?

To this end, we analyse the answers to questions Q1–Q4 (see Table 4.1) of the question-
naire in Section 4.2.1.

Figure 4.8 shows the participants answers to questions Q1–Q3, based on the steps in
Table 4.2. Question Q1 asks participants about the importance of steps in the annotation
process. We can see in the first part of Figure 4.8 (the graph labelled Importance) that
the participants agreed about the importance of the steps by considering all steps to be
important. In particular everyone agreed that step 8, 9, and 18 (Estimating the topic of
the tweet, Determine the type of author of the tweet, Determine an opinion in the tweet,
respectively) are the only steps in the process that are considered important or extremely
important by every participant. On average, however, step 9 and 18 were given the
highest importance. The participants could also manually input further steps that they
deemed important. The additional steps are:

1. Count the number of mentions on the topic

2. Evaluate the polarity

3. Find if the tweet has given rise to contents on other networks like Facebook,
YouTube, blogs, etc.

4. Assess the number of followers [of] the user who posted the tweet

The second point adds the overall task to the list of steps. The other three steps are
interesting because they can be summarized as the additional step

Determine the reach of the tweet.
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Table 4.7: (Questionnaire dataset) The answers to Q4: What kind of background infor-
mation do you acquire in the annotation process of tweets?

ID Answer

A1 You acquire information about the polarity of the tweet and the topic.
In addition, it’s useful to know the importance of the tweet and the author.

A2 Determine authoritativeness of the author.
Determine if the content is important or not.
Select the most relevant conversations and identify possible risks.

A3 Previous informations.
A4 Context and outstanding.
A5 Lists of important users and links to articles or blogs.
A6 The type of the author is very important.

Question Q2 asks the participants in how far they think that the steps should be auto-
mated.10 Steps that according to our participants should be (at least mostly) done auto-
matically are step 7 and 15, Finding tweets, and Determine the audience, respectively.
The earlier step is more an overall selection of tweets step, while the step determining the
audience may be used as an indicator for reputation polarity. Section 4.4 goes into depth
as to why this is indeed an important indicator. Finding and filtering tweets is an ongoing
topics of research, as reflected by the previous Weps [5] and RepLab [6, 7] challenges.
Determining the intended audience of a tweet is not. This is a problem is two ways: a) It
is hard to define the reputation without having an understanding of its components; and
b) The actual underlying motivation for this research was to embed the indicators into
(semi)-automatic approaches for the estimation of reputation polarity. Without previous
work this will prove harder. As a contrast, steps that should be done manually are step
14, 0, and 8: Determine the meaning of a hashtag, Understand the content of linked im-
ages, and Estimating the topic of a tweet, respectively. Finally, even though analysts do
not necessarily deem the automation of all the processes important, finding automatic ap-
proaches for all steps are active fields of research [95, 138, 204], in particular estimating
the topic for a tweet in the reputation scenario [232].

The final plot in Figure 4.8 shows if the participants use background information for
the steps in the process (Q3). For most of the steps in the process, more than a third (4)
participants use background information. In particular, we can see that more than half (7)
of the participants use background information for step 18 and 14 (Determine an opinion
in the tweet and Determine the meaning of a hashtag). Standing out are the steps 7 and
15: Finding tweets and Determine the audience. Here, the participants claim to use no
background information. This correlates with the desire for automation: for both steps,
the participants would like to have automated approaches.

Table 4.7 shows the six answers to the open question about the kind of background
information the analysts acquire. We can see that four out of six answers consider the
author as important. Three answers state that the importance or authority of the author is
important. A5 is particularly interesting because there are lists of important authors.

10We did not include the “trivial” steps that involved reading.
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Figure 4.8: The answers to Q1–Q3. We can see the indicators on the y-axis and graded
importance or automation on a 5 point Likert scale on the x-axis. The numbers at position
(x, y) are the amount of analysts considering the step y as x important. The darker a cell,
the more agreement by analysts, the red dot is the mean. The background information
graph shows the number of analysts that use background information (x-axis) for the step
y.

To summarize, we find that the process of annotation consists of many different steps
that are all considered important by the majority of the participants. In particular, the
most important actions are to determine the topic, author, and reach of the tweet. We
find that of these two, the participants would like to determine the audience of a tweet
automatically. We also find that background information is used a lot for all but the
actions that the participants would like to see automated. Background information is
used particularly to determine opinions and meaning of a hashtag in a tweet.

4.3.4 Summary

To summarise, the analysis of the log data (see Section 4.2.2) shows that the annotation
process varies over different media types. Section 4.3.1 shows that information process-
ing and reading is important for media types that contain a lot of information, such as
Youtube and Google media. While for tweets there are few information processing ac-
tions happening within the annotation tool, our questionnaire (see Section 4.2.1, Q1–Q4)
shows that the annotation process is still rich. Section 4.4.1 shows that in particular, the
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author, topic, and reach of the tweet can and are better be analysed on the Twitter page
of the tweet itself. We also find that within the annotation process background informa-
tion is very important for steps such as understanding the opinion in related media or
the tweet itself, or the general meaning of hashtags. While finding and filtering is al-
ready implemented in the tool, the answers to our questionnaire show that the additional
functionality of determining the audience would be appreciated by the annotators.

4.4 Indicators for Reputation Polarity

In order to automatically assess the reputation polarity of tweets and thereby support
analysts, we would like to understand the analysts’ information processing and exploring
process in more detail. Additionally, the indicators can provide a general idea towards
the definition of reputation polarity. In this section we seek to find and understand the
indicators pertaining to a single tweet for its reputation polarity. In particular, we ask

RQ2 On a per tweet level, what are the indicators that reputation analysts use to annotate
the tweet’s impact on the reputation of a company?

We answer this question based on the questionnaires detailed in Section 4.4.1. In Sec-
tion 4.4.2 we analyse videos of analysts who annotate tweets according to their repu-
tation polarity. We summarize and connect the findings using the Questionnaire (see
Section 4.2.1) and Think aloud datasets (see Section 4.2.3) in Section 4.4.3.

4.4.1 Analysis of Questionnaire

A first approach towards understanding how analysts measure reputation polarity is to
simply ask them. In this section we answer:

RQ1.2.a What are the measures at the individual tweet level that analysts use to annotate
the reputation of a company as stated by the analysts themselves?

We ask analysts using a questionnaire (see Section 4.2.1) where we use several ap-
proaches to understand the indicators. We ask them to write down indicators in free
text as well as multiple choice on a preselected list of indicators that proved successful
for automated classification. Additionally, previous informal interviews showed that the
authority of the author is vital. We then try to understand what this authority is based on,
using two approaches: for one we ask the analysts to click on the most authoritative part
of a profile, for the other, we ask two open questions. We detail the results below.

We first asked the participating analysts an in an open question to provide indicators
for reputation polarity (Q5). Table 4.8 shows the curated list of indicators provided by our
participants. To summarize, we see the author of the tweet, its authority, the sentiment
of the tweet, and hashtags are indicators mentioned in at least three answers. Surprising
indicators are the frequency of posts and the type of followers. The latter indicator is
shared by two answers and opens the question in how far a user is defined by its followers
or whether this is an indicator of authority.
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Table 4.8: (Questionnaire dataset) The answers to Q5: Can you give me a list of typical
indicators or features for the reputation polarity of a tweet?

ID Answer

A1 sentiment of a tweet
hashtag of a tweet
importance of the topic to the company
authority of the author
sentiment of the replies

A2 author
vocabulary
links
profile information
type of followers
number of retweets
active conversation

A3 hashtags
bio of the author
sentiment of the tweet.

A4 author
relevance in the country, region
authority
hashtag
topic
relation with the company (stakeholder type)
sentiment
date
number of retweets
number of mentions of the author
author profile validity
type of followers
How often the author post comments about the company or topic?

A5 It depends on type of company, the sector, the incident
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For Q6 we then ask the analysts to rate the importance of low-level features used
in [190] for automatic annotation of reputation polarity, as well as sentiment and rep-
utation polarity of linked webpages. Figure 4.9 shows the answer distribution per fea-
ture/measure. Most features, except for if the author enabled location services and the
time zone the user posts from and the number of hashtags in a post were deemed im-
portant. The most important features are in two groups: (1) the social graph (number of
friends and followers), and (2) the reputation and sentiment of the post, linked webpage
and its comments, and the retweets of a tweet. It seems that important indicators for rep-
utation polarity are the reputation polarity and sentiment of related data. Interestingly,
while we can see that the reputation polarity of comments of a linked webpage is between
an important and extremely important indicator, their sentiment is not considered a vital
indicator.

This leads to the second approach to answering the research question: we want to
understand what makes a Twitter user an authority on a certain topic. We chose two users,
the technology magazine @wired and an (anonymous) venture capitalist, @anonymous.
We asked the participating analysts to click on the part of the profile that indicates the
authority of the user. We then asked the participants if they consider the users authorities.
Figure 4.10 shows the original images of the profile next to an image overlaid with the
click distribution. We see that the participants consider the number of followers the most
important indicator for the authority of the users. Other indicators are the related media
and the author’s biography.

The control question if the users were considered an authority was answered posi-
tively: all participating analysts agree that @wired is an authority (66.7% strongly agree),
while the result for @anonymous was more ambiguous (58% agree, 33% disagree, 8%
don’t know). This coincides with the click statistics for Q9: while the clicks for Q7
where primarily on the follower number, the clicks for Q9 are on more diverse positions
as well.

For Q11 we asked the participating analysts what an authoritative author means to
them, i.e., what is an authoritative user with respect to a company. Table 4.9 shows the
answers to the open question, Q11. Let us begin with the indicators that are hard to
measure. Here, we observe that offline authority (A1) and being an opinion leader (A4,
A6, A8) defines an authority. Follow-up research needs to understand what constitutes
offline authority. As to more easily measurable indicators, whether the account is verified
(A4, A5), the number of tweets (A2), retweets and replies (A6), and the reach of the
opinions (A8) are mentioned as indicators for an authority. This corresponds with the
analysis of Q7–9, where the number of followers, related media, and the biography of
the author were found to be important indicators.

For Q12 we ask the open question how participants find authoritative users. Ta-
ble 4.10 shows the free text answers to Q12. The participants search on different tools
and combining the findings (A3, A4, A5). Additionally, the social network structure is
being used (A1, A2, A4). Finally, as mentioned before, the user needs to be verified (A2,
A4) and the participants use background information (A1, A2, A4), that could in form of
the offline reputation (A2).

To summarize our findings from this questionnaire, we find that for our participating
analysts two groups of indicators are most important for determining reputation polarity:
(1) user authority, and (2) sentiment and reputation polarity of the tweet itself and related
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If the author of the tweet enabled location services
If the post is a reply

If the post was favourited
In how many lists the author of the tweet is

Reputation polarity of the comments of the linked web page
Reputation polarity of the linked web page

Reputation polarity of the replies to a tweet
Reputation polarity of the retweets of a tweet

Sentiment of a linked web page
Sentiment of the comments of the linked web page

Sentiment of the post
Sentiment of the replies to a tweet

Sentiment of the retweets of a tweet
The account is verified

The language of the author of the tweet
The language of the post

The location the author of the tweet is in
The number of followers

The number of friends
The number of hashtags in the post

The number of links in the tweet
The number of punctuation marks in the Tweet

The number of usernames in the post
Time zone the author of the tweet posts from

When the author of the tweet joined twitter

1 0 55 4 1 1
0 0 4 77 1 0
0 1 4 55 2 0
1 2 4 4 1 0
0 0 3 66 3 0
0 0 2 66 4 0
0 0 4 55 3 0
0 0 3 55 4 0
0 0 2 55 55 0
0 0 55 77 0 0
0 0 1 55 66 0
0 0 3 77 2 0
0 0 3 77 2 0
1 0 55 55 1 0
1 3 4 4 0 0
1 0 66 55 0 0
1 0 55 4 1 0
0 0 1 66 55 0
1 0 2 55 4 0
1 1 66 3 1 0
1 1 55 55 0 0
1 1 3 4 3 0
1 1 4 66 0 0
2 1 77 1 1 0
1 2 55 4 0 0

Importance

Figure 4.9: (Questionnaire dataset) The answers to Q6: Consider the following indica-
tors for reputation polarity of a tweet. In your annotation process, how important are the
indicators for the annotation of reputation polarity?
We can see the indicators on the y-axis and graded importance on a 5 point Likert scale
on the x-axis. The numbers at position (x, y) are the number of analysts considering the
indicator y as x important. The darker a cell, the more agreement by analysts, the red dot
is the mean.

media. User authority is measured in terms of number of followers, offline reputation,
and whether the user is an opinion leader or not.

4.4.2 Analysis of Think Aloud Videos
One of the limits of the questionnaire is that the indicators were mainly listed without an
example at hand (except for Q7 and Q9). In the following we want to understand which
indicators analysts use to annotate tweets for reputation polarity. The used indicators may
be different from the ones stated without context. This leads to the following question:

RQ2.b What are the measures on a tweet level used to annotate the reputation of a
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4.4. Indicators for Reputation Polarity

(a) Q7 original (b) Q7 clicks

(c) Q9 original (d) Q9 clicks

Figure 4.10: (Questionnaire dataset) The click distributions of Q7 and Q9: Please click
on the position of the user profile below (Figure 4.10a or 4.10c) that is most indicative
for the users authority.
Figure 4.10a and 4.10c show the original user profile, while Figure 4.10b and 4.10d show
the original profile overlaid with a heatmap for the number of clicks. The redder the heat
of the overlay, the more analysts clicked on this position.

company as used by social media analysts?

We use coded videos of analysts while they are annotating tweets for reputation polarity
(see Section 4.2.3) to answer this question.

Figure 4.11 shows the hierarchical codebook from Figure 4.3 with counts of the codes
given to the videos. The counts at the child nodes do not have to sum up to the counts at
the parent nodes because the two codes may co-occur for the same video. We only report
numbers for codes where both coders agreed.

We observe that in 87.1% of all tweets (27 out of 31) the annotator looks at the text
and in 58% (18 out of 31) of the cases at the user. Additionally, whenever the tweet had a
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Table 4.9: (Questionnaire dataset) The answers to Q11: What is an authoritative Twitter
user with respect to a company? Please explain what an authoritative user means to you.

ID Answer

A1 Is a person who has a lot of followers or authority offline
because he is an important activist, a political,

A2 Number of tweets, relation between following and followers
A3 [Authorities] are users with different attributes,

is very important [for] your online reputation and digital identity.
The brands and companies have greater visibility

A4 An important person in your industry,
you need to verify that your account is real.∗

A5 It’s just a user who has verified his account. Not necessarily an authority.
A6 A person who usually talks about topics of the industry and

has a significant number of RTs and replies.
In addition, this person is asked by other users when a topic is a trend.

A7 An authoritative Twitter user is important for a company when
his tweets influence the company’s reputation

A8 Is an opinion leader in certain areas,
and its opinions can reach a wide audience

∗ una persona importante en su sector, necesita verificar que su cuenta es real.

link the link was followed. The most important textual indicator is the topic (64.5% of
all tweets) of the tweet followed by the occurrence of specific keywords (19.4% of all
tweets) within the tweet. One particular topic, webcare, was pointed out several times
for its effect on the reputation polarity. One comment of an analyst about the reputation
polarity of a tweet about webcare:

In this country the service of the company is very bad, so we know it is
going to be negative.

In other countries, the service can be better, leading to a different prior towards the repu-
tation polarity. The most important user indicators are all based on authority: the number
of followers (25.6% of all tweets) as well as the type of user (in total: 12, in particular:
is company = 3, is newspaper/journalist = 6, is known = 3). The meta-
data indicators are related to the reach of a tweet. For 29% of all tweets the number of
retweets was looked at, and also the number of times the tweet was favorited (2 out of
31). As mentioned before, when the tweet had a link, the link was followed. Here, the
full text was not always important (37.5% of all tweets with links), but sometimes only
the header (37.5% of all tweets with links). Additionally, if the text was very long, the
analyst mainly looked at the relevant parts. Interestingly, automatic approaches for the
estimation of reputation polarity have so far often ignored the content of the linked web-
page [6]. In general, and independent from the root nodes, the most frequent indicators
are the topic of the tweet, the number of retweets and followers and certain keywords.

Next, we look at frequent combinations of codes. The most frequent combination is
text and user: in more than half of all videos the annotators looked at the user and
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Table 4.10: (Questionnaire dataset) The answers to Q12. How do you find important
and authoritative Twitter users? Please provide a list of steps in the steps in the search
process.

ID Answer

A1 The followers
The information of the profile, background information and replies or retuits.
Following/Followers

A2 Number of followers and offline reputation.
The quality of their website.

A3 Manual search,∗ google
A4 I found any brand mentions in search.twitter.com,

then I use followerwonk.com and many others to verify the user.
Define keywords related with the topic.
Search on Twitter.
analyse the top tweets about the topic.
Search on other tools.
Determine the differences on the results provided by Twitter and the other tool.
Select the tweets in common
analyse the conversation around the tweets: replies and RT.
An important and authoritative Twitter user depends of topic.

A5 Using the search tools available, and looking for the most difunded.
∗ busqueda manual

the text. We find two surprising combinations. First, the combination of topic and
is newspaper/journalist: here, in most of the cases when the annotator found
the newspaper indicator important, the topic was also an important indicator. Second,
whenever the topic was customer support, the annotator looked at the user. This
again supports the earlier quotation, where the user and the location are very important
indicators in the context of webcare.

In summary, we saw that the most important indicators were the topic of the tweet
(in terms of general topic and keywords), the reach (in terms of retweets and followers),
and the authority of the user (in terms of followers and author type). Additionally, while
ignored in current automatic approaches, the content of the linked webpages is important.

4.4.3 Summary

We used two approaches to answering RQ1.2, using a questionnaire (see Section 4.2.1,
Q5–Q12) and an analysis of videos taped while analysts are annotating tweets (see Sec-
tion 4.2.3). According to the outcomes of the questionnaire in Section 4.4.1, analysts
consider user authority as well as sentiment and reputation polarity of the tweet itself
and related media to be important indicators for the reputation polarity of a tweet. They
state that they measure user authority in terms of number of followers, offline authority,
and whether the user is an opinion leader for the topic of the tweet. While observing
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• 8: webpage

– 3: header (title)

– 1: relevant parts

– 3: full webpage

– 1: relevancy

– 1: opinions

• 18: user

– 3: is company

– 6: is newspaper/journalist

– 3: known

– 8: #followers

– 1: #tweets

– 1: tweets in tweetstream

∗ 1: reputation

• 11: metadata

– 9: #retweets

– 2: favorited

– 2: related tweets

∗ 1: retweets
· 1: reputation

∗ 1: earlier, similar tweets
· reputation

∗ 1: replies
· reputation

• 27: text

– 6: keywords

– 20: topic

∗ 3: webcare
∗ 2: other

– 3: opinion

– 4: age

Figure 4.11: (Think aloud dataset) Hierarchical codebook used for analyzing the indi-
cators considered by social media analysts before they come to a decision on reputation
polarity. The number next to the indicator shows the number of tweets for specific codes
where both coders agreed. This codebook contains less codes than the codebook dis-
played in Figure 4.3 because codes with zero tweets were not included.

analysts during the annotation of tweets, in Section 4.4.2 we find that the most impor-
tant indicators are the topic of the tweet, the reach, and again, the authority of the user.
Combining the results from both datasets, we see the need for estimating the (topical)
authority of a user. In particular, we need computational methods to determine the type
of a user and the offline reputation, which may be mutually dependent. We see that au-
thority is currently often measured by the number of followers. However, this number is
not topic dependent (users talking about two topics may combine followers), nor is it a
reliable authority measure alone [11]. This study points out that offline authority is one
of the major indicators, the prior background knowledge of an expert is therefore very
important for the annotation of reputation polarity. Future work should emphasize on a
clear definition of what constitutes offline authority.
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Table 4.11: (Think aloud dataset) The most common co-occurring codes.

Tags counts

text user 16
text, topic user 13
metadata text 10
metadata, # retweets text 9
text user, # followers 8
metadata user 8
metadata, # retweets user 7
metadata text, topic 7
metadata, # retweets text, topic 7
text, topic user, # followers 6
text webpage 6
metadata user, # followers 5
text, topic user, is newspaper/journalist 5
text user, is newspaper/journalist 5
metadata, # retweets user, # followers 5
metadata text, keywords 4
text, keywords user 4
metadata user, is newspaper/journalist 4
user, # followers user, is newspaper/journalist 3
metadata, # retweets user, is newspaper/journalist 3
text, age text, topic 3
metadata, # retweets text, keywords 3
text, keywords user, # followers 3
text user, known 3
user webpage 3
text, topic webpage 3
text, topic, webcare user 3

4.5 Conclusion

This work studied the information behavior of professional reputation analysts annotating
social media. We analysed three datasets to understand the annotation process of analysts
and the indicators for reputation polarity of media. We collected the three datasets based
on the analysts’ annotation behavior. For one, we used log data of an annotation interface
as a non-invasive method of logging. We then used retrospective questionnaires for the
analysts to self report their annotation approach. Finally, we filmed experts following the
think aloud protocol.

Based on the diverse datasets, we reported several findings. Looking at the annotation
process, we found that the importance of annotation actions differs among media: infor-
mation processing and reading are important actions for information-rich media such as
Google and Youtube. For Twitter media, determining the authority, topic, and reach of
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a tweet is important. Focussing on the indicators for reputation polarity, in particular
tweets, using the questionnaire as well as the think aloud dataset, we found that the au-
thor of a tweet is important, in particular her authority in offline and online life with
respect to the topic of the tweet. We also found that the reach of a tweet is an important
indicator for reputation polarity.

This work is relevant for three groups of people: researchers trying to find algo-
rithms to automate the annotation of reputation polarity, annotation interface design-
ers, and business and economics researchers. For (semi-)automatic reputation analysis
the findings are interesting because determining topical authority has in fact been stud-
ied [232, 269], but it has not been taken into account for the classification of reputation
polarity. Furthermore, the reach of a tweet has only been used by looking at the number
of followers [190]. Aral and Walker [12] and Aral [11] emphasizes that the high number
of followers does not necessarily entail being an opinion leader and that content spreads
through chains of influential people. And, while there are several approaches to identify
opinion leaders (or social influencers) [34, 237, 238, 272], none have been used to help
with the automatic estimation of reputation polarity. For annotation interface designers,
identifying key processes in the annotation procedure may guide new semi-automatic
annotation software that relies on the analysts’ vast knowledge of the topic and company
but helping with the tediousness of the annotation. Finally, the findings are interesting
for researchers in the area of online reputation management, where simple reputation
indicators may correlate with financial performance. Additionally, with this work we
contributed a new approach to understanding a classification task in general. Earlier
approaches solved the reputation polarity classification problem in a purely data-driven
way—similar to Hofmann et al. [107] for information retrieval, we are looking at how
expert annotators, humans, assess media for its reputation polarity.

This study has a number of limitations. For one, due to the relative lack of experts,
a large part of the study is qualitative, but we believe that merging three different data
sources and answering the research questions from different angles helps reduce this
limitation. Furthermore, we are looking at analysts from a single company. We believe,
however, based on informal interviews with other companies in the same space, that other
companies use similar annotation procedures. Finally, this study focuses on tweets and
tweets are not the only online medium used as a proxy for reputation polarity.

Future work can go into two directions. For one, future research can address the lim-
itations of this study using data from more data sources (possibly for quantitative ana-
lyses) as well as including more companies. We also propose to analyse how indicators
differ between media sources. Secondly, future work can make use of the findings of this
study. Future research can focus on topical followers, their activity, as well as opinion
diversity. As background information is important and fully automatic approaches are
not necessarily going to be entirely accurate, future work can entail automating tedious
steps and assisting analysts in their daily work. For fully automatic approaches, the prior
knowledge of the expert on offline authority of an author is something that might be cap-
tured by models based on multiple data sources, online (e.g., Twitter, Facebook, News)
and offline (e.g., newspapers, radio interviews, interviews with related stakeholders).
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5
Estimating Reputation Polarity on

Microblog Posts

Social media monitoring and analysis has become an integral part of the marketing strat-
egy of businesses all over the world [154]. Companies can no longer afford to ignore
what is happening online and what people are saying about their brands, their products
and their customer service. With growing volumes of online data it is infeasible to manu-
ally process everything written online about a company. Twitter is one of the largest and
most important sources of social media data [117]. Tweets can go viral, i.e., get retweeted
by many other Twitter users, reaching many thousands of people within a few hours. It
is vital, therefore, to automatically identify tweets that can damage the reputation of a
company from the possibly large stream of tweets mentioning the company.

Tasks often considered in the context of online reputation management are monitor-
ing an incoming stream of social media messages and profiling social media messages
according to their impact on a brand or company’s reputation. We focus on the latter
task. In particular, we focus on the problem of determining the reputation polarity of a
tweet, where we consider three possible outcomes: positive, negative, or neutral. Know-
ing the reputation polarity of a single tweet, one can either aggregate this knowledge to
understand the overall reputation of a company or zoom in on tweets that are dangerous
for the reputation of a company. Those tweets need counteraction [254].

The reputation polarity task is a classification task that is similar to, but different in
interesting ways, from sentiment analysis. For example, a post may have a neutral sen-
timent but may be negative for reputation polarity. Consider, for instance, the statement
The room wifi doesn’t work., which is a factual statement that may negatively impact the
reputation of a hotel.

There are two standard benchmarking datasets for reputation polarity, the RepLab
2012 dataset [6] and the RepLab 2013 dataset [7], made available as part of RepLab,
a community-based benchmarking activity for reputation analysis. In view of the dis-
tinction that we have just made between sentiment analysis and reputation polarity, it is
interesting to observe that the best performing reputation polarity classifiers at RepLab
are sentiment-based. The main research question we address in this chapter is:

RQ2.1 For the task of estimating reputation polarity, can we improve the effectiveness
of baseline sentiment classifiers by adding additional information based on the
sender, message, and receiver communication model?
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The RepLab 2012 and 2013 datasets have different training and testing scenarios: the
2012 dataset uses a training and testing setup that is independent of individual brands or
companies (“entities”), while this dependence is introduced in the 2013 dataset. We ask:

RQ2.2 For the task of estimating reputation polarity, how do different groups of fea-
tures perform when trained on entity-(in)dependent or domain-dependent train-
ing sets?

Our last research question is exploratory in nature. Having introduced new features and
interesting groups of features, we ask:

RQ2.3 What is the added value of features in terms of effectiveness in the task of esti-
mating reputation polarity?

Without further refinements, RQ2.3 is a very general research question. One of the con-
tributions of this chapter, however, is the way in which we model the task of determining
the reputation polarity of a tweet as a classification problem: we build on communication
theory to propose three groups of features, based on the sender of the tweet, on the mes-
sage (i.e., the tweet itself), and on the reception of the message, that is, how the tweet is
being perceived.

While we use and compare some features that are known from the literature [171],
a second contribution that we make in this chapter consists of new features to capture
the reception of messages—this is where the difference between reputation polarity and
sentiment analysis really shows.

Furthermore, as we will see below, reputation polarity class labels are highly skewed
and data for some features is missing; our third contribution below consists of an analysis
of sampling methods to alleviate the problem of skewness.

Another important contribution that we make concerns the way in which we opera-
tionalize the reputation management task. Social media analysts use company-specific
knowledge to determine the reputation polarity [57]. In line with this, we discover that
sets of tweets pertaining to different entities may be very different in the sense that dif-
ferent features are effective for modeling the reputation polarity. We therefore provide an
operationalization of the reputation polarity task using the RepLab 2012 dataset in which
we train and test on company-dependent datasets instead of using a generic training set.
We find that we can avoid overtraining and that training on far fewer data points (94.4%
less) per entity gives up to 37% higher scores. The observation transfers to the RepLab
2013 dataset which is operationalized in precisely that way.

Finally, this chapter adds a new point of view for the business analysis perspective:
here our biggest contribution is the difference in performance of features when trained
on entity or domain dependent or independent data. Features pertaining to the author of
the message seem to be generalizable while others do not.

We proceed with a definition of the reputation polarity task in Section 5.1. Section 5.2
introduces our features and reputation polarity model. We detail our experiments, results
and analysis in Section 5.3 and 5.4, respectively. We conclude in Section 5.5.
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5.1. Task Definition

5.1 Task Definition

The current practice in the communication consultancy industry is that social media ana-
lysts manually perform labeling and classification of the content being analysed [6]. Two
of the most labour intensive tasks for reputation analysts are monitoring and profiling of
media for a given company, product, celebrity or brand (“entity”). The monitoring task
is the (continuous) task of observing and tracking the social media space of an entity for
different topics and their importance for the reputation of the entity. Here, the retrieval
and aggregation of information concerning the entity is most important. Technically, the
monitoring task can be understood as consisting of two steps as follows:

(Cluster) cluster the most recent social media posts about an entity thematically, and

(Rank) assign relative priorities to the clusters.

In this chapter we focus on the profiling task, which is the (periodic) task of reporting on
the status of an entity’s reputation as reflected in social media. To perform this task, social
media analysts need to assess the relevance of a social media post for an entity and the
likely implications on the entity’s reputation that the post has. Specifically, when working
on Twitter data as we do in this chapter, the profiling task consists of two subtasks, i.e.,
to assess for a given tweet

(Relevance) whether the tweet is relevant to the given entity, and

(Polarity) whether the tweet has positive, negative, or no implications for the entity’s
reputation.

The relevance assessment subtask is very similar to WePS3 [5] and to the retrieval task
assessed at the TREC Microblog 2011 and 2012 tracks [177, 228]. The polarity subtask
is new, however, and so far, it has received little attention from the research community. It
is a three-class classification task: a tweet can have a negative, positive, or no implication
at all (i.e., it is neutral) for the reputation of an entity. This class label is what we call the
reputation polarity of a tweet.

5.1.1 Reputation Polarity vs. Sentiment

We claimed in the introduction that reputation polarity and sentiment are not the same.
We will now substantiate that claim in two ways. One is to see whether there is a
correspondence between sentiment classes and reputation polarity classes. In fact, some
research suggests that negative online sentiment influences the reputation of a com-
pany [182].

From the RepLab 2012 dataset (see Section 3.4.1) we randomly selected 104 tweets
from the training set: for all six entities in the training set, we selected up to 6 tweets per
reputation polarity class.1 A group of 13 annotators was then asked to, independently

1As we will see below, some classes are underrepresented. We therefore do not always have 6 tweets per
class.
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from each other, annotate each tweet, indicating whether the sentiment towards the men-
tioned entity was positive, neutral, or negative.2 For cases where the tweet is unclear, we
added an undefined class.

Now, to get a sense of whether sentiment classes correspond to reputation classes we
begin by taking a look at example annotations. As an example, one of the tweets that all
annotators agree is neutral for sentiment but negative for reputation polarity is:

#Freedomwaves - latest report, Irish activists removed from a Lufthansa plane
within the past hour.

(5.1)

This is a factual, neutral statement, hence the sentiment is neutral. However, the men-
tioning of an airline together with potential terrorism makes the airline seem unsafe. The
reputation polarity for the entity Lufthansa is therefore negative.

Here is a second example to show that reputation class labels and sentiment class
labels do not correspond:

The look at Emporio Armani was inspired by a “Dickens, romantic and punk
style” hybrid on Japanese teenagers...

(5.2)

There is lots of disagreement concerning the sentiment label of this tweet (6 negative,
1 neutral, 6 positive), while the reputation polarity label is neutral. The sentiment in
the tweet is really not clear and, according to our annotators, depends on whether the
interpretation of the style is positive of negative. The reputation polarity is considered
neutral because it is an objective fact.

Next, we look more formally at the levels of inter-annotator agreement for sentiment
and for reputation polarity. According to [6, 57] the annotation of reputation polarity can
only be done by experts: they need to know the entities and the current developments
in the entities’ sectors. We have one expert annotator, separate from the 13 annotators
used for sentiment annotations; this single expert annotator annotated for reputation po-
larity. For sentiment annotation, non-experts can do the annotations at high levels of
reliability. As we have a non-fixed number of annotators (see above), we cannot use
Cohen’s or Fleiss’s κ to measure the inter-annotator agreement. We can, however, use
Krippendorff’s α: we compare the agreement of all 13 sentiment annotators with the
average agreement of each of the annotators with the annotator of the reputation polar-
ity. Here we find that the Krippendorff’s α score for sentiment annotation is moderate
(α = 0.503), while the average Krippendorff’s α score for reputation polarity is only fair
(α = 0.2869), thus indicating that we are dealing with two different annotation tasks.

After having defined and motivated the reputation polarity task, we now turn to mod-
eling the task.

5.2 Modeling Reputation Polarity

In this section we provide our model for estimating reputation polarity. For the remainder
of the paper we are working with Twitter data; details of our experimental setup are
provided in Section 5.3.

2http://ilps.science.uva.nl/sites/ilps.science.uva.nl/files/replab2012-
sentiment.txt
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Table 5.1: Features and types of feature used in the chapter. The acronyms are explained
in Sections 5.2.1, 5.2.2, 5.2.3 and 5.2.4.

Sender Message Reception

Baselines WWL
SS

Additional

time zone metadata I-WWL
location #punctuation marks (#punct) I-SS
user language (ulang) tweet language (tlang) I-WWL-RP
#followers llr (5) I-SS-RP
list count llr (10)
verified textual
account age #hashtags
geo enabled #usernames (#user)
username #links

favourited

We treat the reputation polarity task as a three-class classification problem. We in-
troduce baseline features based on the literature, i.e., mainly using sentiment classifiers,
in Section 5.2.1. We go beyond the baseline features by introducing different types of
feature, that we group together in a manner inspired by the transmission model from com-
munication theory [224]. Independently, a similar grouping of features has been used by
[19] to manually distinguish opinion and sentiment in news. They analyse annotation
procedures and find that three different views need to be addressed. In each communica-
tion act, we have a sender who sends a message and a receiver who receives this. So, we
have three types of feature:

(Sender) features based on the sender of the tweet that we are trying to classify,

(Message) features based on the (content of the) tweet itself, and

(Reception) features based on the reception of a tweet.

In Section 5.2.2 and 5.2.3 we introduce the sender and message features, respectively. We
explain different means to compute reception features in Section 5.2.4. In Section 5.2.5
we explain how we combine the features in a classification paradigm. Table 5.1 provides
an overview of our features and their types.

5.2.1 Baseline: Sentiment features

We use two approaches to estimate the sentiment score of a tweet. We start with a simple,
but effective, way of estimating the sentiment of short texts that is based on manually
created sentiment word lists [147]. After that we consider a more sophisticated approach,
based on SentiStrength, a state of the art sentiment analysis tool for social media [240].

We begin by introducing our notation. We use p to denote negative (−1), neutral
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(0), or positive (1) reputation polarity of a given tweet.3 We write W to denote the
vocabulary of all words; w stands for an element of W . A tweet T is contained in the
set of all tweets T . We also consider the subset T̂ ⊆ T . This is the subset of tweets for
which the reputation polarity needs to be estimated. We write react(T ) to denote the set
of reactions (replies or retweets) available for tweet T . Impact features are learnt with a
learning rate δi. Specifically, we use a simple linear decay function for our learning rate
so that δi = δ0 · 1i . Finally, we use a polarity filter that returns an item x only if it has the
same sign as polarity p:

PF (x, p) =

{
x if sign(x) = sign(p)
0 otherwise,

(5.3)

where sign(x) is the sign of x.
We write sent(T,R) to denote the sentiment of a tweet; superscripts indicate different

scoring functions introduced in the following sections: sentWWL(T,R) and sentSS(T,R)
use weighted word lists and SentiStrength, respectively. R denotes the term scoring
function.

Weighted word lists (WWL) Let sent word(w, p) be the sentiment score of a term w
based on sentiment wordlists for different polarities p. This can be the basis of an overall
sentiment score, by summing the sentiment of terms:

sentWWL(T, sent word(·, ·)) =
∑
w∈T

∑
p∈{−1,0,1}

sent word(w, p). (5.4)

In specific cases in our discussions below, we formalize the association between words
and sentiment using a scoring function R : W × {−1, 1} → [0, 1] that maps a word w
and polarity p to sent word(w, p):

sentWWL(T,R) =
∑
w∈T

∑
p∈{−1,0,1}

R(w, p). (5.5)

Below, we consider different scoring functions Ri, where R0(w, p) = sent word(w, p).

SentiStrength (SS) SentiStrength [240] is a word list-based sentiment scoring system.
It generates sentiment scores based on predefined lists of words and punctuation with
associated positive or negative term weights. Word lists are included for words bearing
sentiment, negations, words boosting sentiment, question words, slang and emoticons.
The standard setting of SentiStrength has been optimized for classifying short social web
texts by training on manually annotated MySpace data. Thelwall et al. [240] provide
extensive details of the features used and of the training methodology.

We used the standard out-of-the-box setting of SentiStrength. We write sentSS(T,Ri)
to denote usage of SentiStrength with the term weights Ri. The score of a single term w
is denoted sent wordSS(w, ·).

3In sentiment analysis researchers usually only score for negative and positive, assuming that the negative
and positive will cancel another out and create a score for neutral [180]. We do the same. The classifier still
classifies as −1, 0, or 1.
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5.2.2 Sender features

According to social media analysts, the sender is a key factor in determining the impact
of a message [57]. How do we capture the sender? Information about the sender can
be provided by the sender herself, providing nominal features such as the time zone and
location she is in, and the language she speaks. The intuition behind those features is that
if a sender located in Europe talks about a brand only distributed in the US in German,
this does not impact the reputation of a company as much. It can also be an artefact of her
standing in the Twitter community, such as the number of followers or the number of lists
the sender has been added to, both of which are numerical features. Other sender features
we use are directly associated with the creation and validation of the account: whether
the account has been verified (nominal), the age of the account (numerical), and whether
the automatic transmission of the geographical location (nominal) has been enabled. In
particular the verification and account age are important to identify spammers: young,
unverified accounts are probably more likely to be spam accounts than verified accounts.
Verified accounts are never accounts from the general public [249]. The location of the
sender the moment the tweet was sent may indicate that she is in the vicinity of the
brand, or as mentioned above, in a non-relevant are. All features are encoded in the
JSON-formatted data obtained through the Twitter API. The account age is the number
of days the account existed prior to the last tweet in the collection.

5.2.3 Message features

Moving on to the message features, we use several metadata message features. We use
numerical features derived from tweets such as the number of links, usernames, and hash-
tags. Those features are extracted from the tweet: usernames begin with an @, hashtags
with a #, and we used regular expressions to extract the number of urls and punctuation
marks. The intuition behind the features stems from the idea of monitoring the quality of
tweets [266] or the potential of being retweeted [171]. Tweets with many hashtags often
hijack trending topics, and are spam-like. Intuitively, they should not have a large impact
on the reputation of a company. Similarly, tweets that are of a very colloquial nature do
not necessarily have a large impact on the reputation. However, tweets with a question
are engaging [171]. The tweet can be favourited (a nominal feature) by other users. The
number of times a tweet was favourited is a lower bound of the number of times a tweet
was actually read. This indicates the reach of a tweet. This information is provided in
the JSON formatted data downloaded from Twitter.

We further use textual message features, such as the identified language, the number
of punctuation marks, and discriminative terms. We use language identification [46] to
identify the language (a nominal feature) of the tweet, which may be different to the
language set as standard by the user. As our final textual message feature we select
discriminative terms. We either use five or ten terms with the highest log likelihood ratio
(llr (5), or llr (10)) of the two models built on the texts of messages in the positive and
negative classes, respectively, in the training set [155].
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5.2.4 Reception features
We move on to our reception features, the third column in Table 5.1. Reception features
are meant to estimate how a tweet is being received. An initial operationalization of this
idea is simply to determine the sentiment of a tweet. But we do not stop there. In com-
munication theory [24], the reception of a message is said to depend on the responses
that it generates, and in particular on the sentiment in these responses (and not just in
the originating message). Below, we present an algorithm that aims to capture the itera-
tive nature of this perspective by taking into account the sentiment in the reactions to a
message. Here, a reaction to a tweet is either a direct reply or a retweet to the tweet.

Our reception features, then, come in two groups: a group of baseline features that
provide initial estimates of the reception of a tweet by computing its sentiment score
in different ways (see Section 5.2.1), and a second group that iteratively re-estimates
the reception based on the initial estimations provided by the features in the first group.
Below, we refer to the first group as baseline or sentiment features (WWL, SS) and the
second group as impact features (I-WWL, I-SS, I-WWL-RP, I-SS-RP).

As pointed out above, we assume that a tweet’s perceived impact on the reputation
of an entity is reflected in the sentiment of the replies that it generates. This estimation,
in turn, can be used to update the word lists used for sentiment analysis with the terms in
the tweet, assigning the added words to the classes predicted for the tweets in which they
are contained. The updated word lists can then be used to re-estimate the impact in the
replies of the same tweet, but also other tweets. We assume that the overall, combined
reputation polarity of reactions to a tweet is the same as the reputation polarity of the
tweet itself.

Essentially, this approach assumes that there is an entity-specific latent word list that
denotes different terms for reputation. This list is updated iteratively, so that estimating
the impact of a tweet is an process that can be computed using a variant of the Expectation
Maximization algorithm described below. Here, the latent parameters are the entity and
polarity specific scoring function R based on a word list. The goal of the algorithm is to
maximize the impact(T ) of a tweet T .

Algorithm 1 provides a schematic overview of the process. There are three key
phases, initialization, expectation and maximization, which we explain below.

Initialization Recall that we record sentiment scores in a scoring function R; this is
the latent scoring function at iteration 0 for the polarity p:

R0(w, p) = PF (sent(w), p). (5.6)

Maximization The maximization step is the estimation of the impact as solicited in
the reactions react(T ) to a tweet T . To estimate the impact, we estimate the average
sentiment of the replies based on iteratively altered word lists. For iterations i > 0,

impacti(T ) =
1

|react(T )|
∑

Tr∈react(T )

sent(Tr, Ri−1). (5.7)

For the sentiment estimation at every round i, (senti−1) we can use the approaches listed
in Section 5.2.1. The maximization step can be performed by the sentiment classifier by
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Algorithm 1: Impact features, computed using the EM algorithm.
Input: T , the set of all tweets
Input: T̂ , the set of all tweets for which the reputation polarity needs to be

estimated
Input: react(T ), the set of all reactions to tweet T
Input: δ0 < 0, the learning rate
Input: N , the number of EM-iterations of the algorithm
Input: P (x, p), see Eq. 5.3
Input: C, the scoring system, either WWL or SS
Input: sent word(·, ·), the sentiment of a word given a pre-defined word list

Output: sent(T,RN ) for all T ∈ T̂
// Initialization

1 i = 1

2 R0(w, 1) = PF (sentC(w), 1)
3 R0(w,−1) = PF (sentC(w),−1)
4 impact0(T ) =

1

|react(T )|
∑

Tr∈react(T )

sentC(Tr, R0) // (Eq. 5.7)

5 while i < N do
// Expectation

6 forall the p ∈ {−1, 0, 1} do
7 foreach T ∈ T do
8 foreach w ∈ T do
9 δi = δ0

1
i

10 R̂i(w, p) = Ri−1 + δi
1

|T̂ |
∑
T∈T̂

PF (impacti(T ), p)

// (Eq. 5.8)

11 Ri(w, p) =
R̂i(w, p)∑

wi∈W R̂i(wi, p)
// (Eq. 5.9)

12 end
13 end
14 end

// Maximization

15 foreach T ∈ T do
16 impacti(T ) =

1
|react(T )|

∑
Tr∈react(T ) sentC(Tr, Ri) // (Eq. 5.7)

17 end
18 end

retraining based on the current word list. We do not retrain; instead, we treat the word
lists as the algorithms’ own positive and negative word lists.
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Estimation The estimation of the latent variable Ri(w, p) for term w and polarity p is
done by interpolating the variable Ri−1(w, p) with the average polarity of the tweets in
which the term occurs. Formally,

R̂i(w, p) = Ri−1 + δi
1

|T̂ |
∑
T∈T̂

PF (impacti(T ), p), (5.8)

where δi is the interpolation factor and δi ≤ δi−1. We normalize the scoring function Ri
such that

Ri(w, p) =
R̂i(w, p)∑

wi∈W R̂i(wi, p)
. (5.9)

The impact polarity of a tweet T is therefore estimated as sent(T,RN ), where N is the
number of iterations of Algorithm 1. Using sent(T,R0) is equivalent to simply estimat-
ing the sentiment, as explained in Section 5.2.1.

We write I-WWL and I-SS to refer to the impact features as computed by Algo-
rithm 1, where the sentiment of a tweet T has been estimated using the Weighted-
WorldList (sentWWL(T,N)) and SentiStrength (sentSS(T,N)), respectively. Similarly,
the impact features I-WWL-RP and I-SS-RP use only the replies to tweets in the compu-
tation of Algorithm 1.

We detail our parameter settings in Section 5.3.

5.2.5 Classification

As pointed out above, we model the task of estimating the reputation polarity of a tweet
as a three-class classification problem. We use decision trees to combine and learn the
features. Decision trees are known to perform well when faced with nominal and missing
data [211].4 They are essential to our setting because they are human and non-expert
understandable. This characteristic is vital for social media analysts who need to explain
successes and failures of their algorithms to their customers.

5.3 Experimental Setup

To answer our research questions as formulated in the introduction, we run a number
of experiments. We use two datasets. The first, RepLab 2012, was introduced at CLEF
2012 [6]. Based on lessons learnt, the second dataset, RepLab 2013, was introduced at
CLEF 2013 [7]. A detailed description of the datasets can be found in 3.4.1 and 3.4.2.
We detail the preprocessing of our data in Section 5.3.1. We then describe our approaches
to sampling to address the strong class imbalance in our datasets (Section 5.3.2). Sec-
tion 5.3.3 outlines the operationalization of the task and the different training procedures.
Based on this, our experiments, parameter settings, and evaluation procedures are ex-
plained in Sections 5.3.4, 5.3.5, and 5.3.6.

4In preliminary experiments on the RepLab 2012 and 2013 datasets, we examined the performance of
support vector machines and random forests. Both performed much lower than decision trees, due to a large
number of missing features.
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5.3.1 Preprocessing

We separate punctuation characters from word characters (considering them as valuable
tokens) and keep mentions, hashtags, and smilies intact. Language identification is done
using the method described in [46]. We use publicly available sentiment word lexicons
in English [109, 148] and Spanish [193] to estimate the weighted word list baselines
(WWL).

5.3.2 Sampling

As we will see below, the data that we work with displays a strong imbalance between
classes. In particular, far more tweets are labeled with positive than negative reputation
in the RepLab 2012 dataset. To deal with this, we consider two strategies, both relying on
the following notation. Let Sc be the sample size for each polarity class (p ∈ {−1, 0, 1}),
and letM denote the size of the largest polarity class. andm denote the size of the small-
est polarity class. We oversample for each polarity class p by selecting each data point
Kp times (where Kp = bMSp c), and pad this with kp (where kp = M mod Sp) randomly
sampled data points from the polarity class p. As an alternative we also consider under-
sampling by randomly selecting m mod Sp data points from the majority classes until
we have at most the number of data points in the minority class [49].

5.3.3 Experiments

Table 5.2 describes different setups we have using the two datasets RepLab 2012 and
RepLab 2013. In the following, we describe how the training scenarios and task condi-
tions interplay.

Table 5.2: Different setups datasets, experimental conditions and training scenarios. If a
training scenario is possible, this is marked with a X.

Training scenario

entity-
independent

entity-
dependent

domain-
dependentDataset Condition

RepLab 2012 standard (C2012-1) X – –
alternative (C2012-2) X X –

RepLab 2013 standard (C2013) X X X

We consider three alternative training scenarios (columns 3–5 in Table 5.2). In one
scenario, which we call entity-independent (column 3), we follow the official setup pro-
vided by RepLab 2012 [6]. Here, training is done on tweets from different entities than
the testing (see 3.4.1). There is a natural alternative training scenario. In addressing the
polarity detection task, social media analysts tend to make use of different criteria and
strategies for different companies; the criteria are often based on customer requests [57].
The entity-dependent training scenario (column 4) captures this idea. Here, every com-
pany has a separate training set and, in addition to that, an entity-independent training
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set can be used for parameter tuning. Finally, in the domain-dependent training scenario
(column 5), we group data for entities into different domains, i.e., automotive, banking,
universities, and music. This follows the idea that some features and feature classes can
be modelled in a cross-entity manner, but still depend on a specific domain.

Let us look how we can operationalise the training scenarios specifically on the dif-
ferent datasets and task conditions. For the RepLab 2012 dataset, the standard setting is
to learn on a training set consisting of data for six entities that are independent from the
entities to test on. We call this:

C2012-1 the training and testing condition published for RepLab 2012.

The standard condition for RepLab 2012 is defined as follows: the training set consists
of the first 6 entities and testing is being done on the remaining entities.

The standard condition C2012-1 does not follow what has become the customary ap-
proach in human online reputation management, where one social media analyst is often
responsible for no more than two companies that are followed over an extended period
of time [57]. This custom gives rise to a second training and testing that is applicable to
RepLab 2012:

C2012-2 an alternative time-based training and testing condition.

The alternative condition for RepLab 2012 is defined as follows. Following [25], we use
an incremental time-based split of the testing and training data per entity. Here, we sort
the tweets according to their time stamps and train the classifier on the first K tweets and
evaluate on the next K tweets. We then train on the first 2K tweets and evaluate on the
next K tweets, etc. The total F-score is the mean F-score over all splits. This also allows
for entity-dependent training on the temporally first 50% tweets, without inappropriately
“leaking” future tweets into the training set. Additionally, every tweet is only being used
once for evaluation. We use K = 25. For this scenario we had to discard four more
entities (12, 15, 27, 32) because at least one class contained no more than a single tweet.
The alternative condition C2012-2 allows for entity-dependent and entity-independent
training and testing.

Let us go back to Table 5.2. For the RepLab 2013 dataset, we follow the standard
training and testing setup used at RepLab 2013 [7]:

C2013 the training and testing condition published for RepLab 2013.

Here, every entity is part of one of four domains: automotive, banking, universities, and
music, see Chapter 3.4.2. Training is performed on data that was published three months
before the beginning of the test set: there may therefore be a temporal gap between the
training and test set. This training set allows for all three training scenarios: we can
do entity-independent training on the full dataset per entity, entity-dependent training on
the training data for that specific entity, and domain dependent, combining all training
data from the entities of one domain. We do not do C2012-2, the incremental time-
based splitting for RepLab2013. Recall that the motivation for C2012-2 was the lack of
data for entity-dependent training. However, the dataset RepLab2013 has been carefully
designed for the scenario to follow a specific entity over an extended period of time, and
providing an entity-dependent training set. The training set was collected three months
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before the test set, the dataset therefore features a natural temporal split between training
and testing set. Using the original training and testing setting, we ensure comparability
of the results.

5.3.4 Parameters

We use the J48 decision tree implementation in Weka [97]. For the impact features (I-
WWL, I-WWL-RP, I-SS, I-SS-RP) we train our parameters using cross-validation (CV)
using a fold per entity, as we found that leave-one-out CV over-estimates the training
performance due to leaking information from tweets that share an entity. The parameters
that were selected based on our training procedure are N = 25 iterations, a learning rate
of δ0 = 1.5 for I-WWL-RP, I-WWL and δ0 = 1 for I-SS-RP, I-SS, respectively.

5.3.5 Runs

We test the classification performance (for reputation polarity) using the two baseline
features as well as the 21 additional individual sender, message and reception features
listed in Table 5.1. In our experiments we also test and compare the performance of the
following combinations of features:

(S) all sender features;
(M) all message features;
(R) all reception features;
(S+M) all sender and message features combined;
(S+R) all sender and reception features combined;
(M+R) all message and reception features combined;
(S+M+R) all sender, message and reception features combined;
(FS) feature selection applied to the combination of sender, message and reception

features.

For feature selection we generate an ordered list of features where we evaluate the con-
tribution of a feature by measuring its information gain with respect to the class. To find
the optimal number of features in a set, we used the decision tree classifier and cross-
validation [97].

Our experiments start with a run that does not correct for the class imbalance present
in our data. In our experiments we contrast the different ways of correcting for this,
through oversampling and undersampling. We also contrast the outcomes of the alterna-
tive training scenarios listed in Table 5.2.

5.3.6 Evaluation and Significance Testing

We present evaluation scores on the overall output of our classification experiments (with
English and Spanish results combined, as per the instructions at RepLab 2012 and Rep-
Lab 2013). Our main metric is the F-score. We use other metrics such as balanced accu-
racy (BAC) or reliability and sensitivity (R and S, respectively) where appropriate. We
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use the Student’s t-test to evaluate weak and strong significance (p < 0.05 and p < 0.01,
respectively). We apply Bonferroni corrections to account for multiple comparisions.

As over- and undersampling introduce a certain level of randomness, results for ap-
proaches that use over- or undersampling are repeated 100 times. We report the average
F-score over those 100 runs and include the standard deviation of the results.

5.4 Results and Analysis

We start with an initial experiment that motivates our use of sampling in Section 5.4.1
and analyse the overall performance with respect to the sentiment baselines and baselines
from the literature 5.4.2. In Section 5.4.3 we analyse how the different training scenarios
influence the results and Section 5.4.4 discusses single features in depth.

5.4.1 Preliminary Experiment: Sampling

Table 5.3 shows the F-scores for the entity-independent and dependent training scenario
in the alternative training and testing condition on the RepLab 2012 dataset (C2012-2).
We observe that when no sampling is being done on the training set, the negative and
neutral polarity classes have an F-score of 0. Table 5.4 shows the F-scores for the entity-
independent and dependent, as well as for the domain-dependent training scenario in the
standard training and testing condition on the RepLab 2013 dataset (C2013). Here as
well, we observe that when no sampling is being done on the training set, the negative
and neutral polarity classes have an F-score of 0.

Table 5.3: Classification results for reputation polarity, entity-independent and entity-
dependent training scenarios, in the alternative training and testing condition (C2012-2),
using all features (S+M+R), and performing no sampling, oversampling and undersam-
pling on the training sets for RepLab 2012. Total F-score and broken up for different
reputation classes (−1, 0, 1). The column labeled “#ent w/0” shows the average number
of entities where at least one class has an F-score of 0.

entity-independent entity-dependent

−1 0 1 all BAC all #ent w/0 BAC

no sampling 0.0000 0.0000 0.5091 0.2629 0.3517 0.6199 21.68 0.4474
oversampling 0.1767 0.3892 0.3403 0.3522 0.3421 0.5548 16.89 0.4653
undersampling 0.3434 0.0000 0.0000 0.1534 0.3040 0.4387 14.83 0.4264

Figure 3.1 shows that the class of negative reputation polarity is indeed underrepresented
in the training set for RepLab 2012 (but overrepresented for RepLab 2013, see Fig-
ure 3.2). For the entity-dependent training condition we cannot measure this directly,
as the class distributions differ over the different entities. Table 5.3 shows the number of
entities where at least one class had an F-score of 0; this is the case for more than 70% of
the entities. For the RepLab 2013 data, Table 5.4 shows that without sampling, all entities
have at least one class with an F-score of 0. In Figure 3.1 and 3.2 we see that the class
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Table 5.4: Classification results for reputation polarity, entity-independent, entity-
dependent, and domain dependent training scenarios, in the standard training and test-
ing condition for RepLab 2013 (C2013), using all features (S+M+R), and performing no
sampling (ns), oversampling (os) and undersampling (us) on the training sets for RepLab
2013. Total F-score and broken up for different reputation classes (−1, 0, 1). The column
labeled “#ent w/0” shows the average number of entities where at least one class has an
F-score of 0.

entity-independent entity-dependent domain-dependent

−1 0 1 all BAC all #ent BAC all #ent BAC
w/0 w/0

ns 0.0000 0.0000 0.7336 0.4251 0.4575 0.6190 61.00 0.6023 0.4886 61.00 0.5168
os 0.2567 0.2273 0.5539 0.4498 0.4380 0.4433 10.79 0.4412 0.4455 1.25 0.4453
us 0.2966 0.2794 0.4986 0.4089 0.4443 0.2928 35.08 0.3721 0.3719 26.09 0.4105

distributions of the entities are far from balanced. And indeed, the training and testing
set have a lot of missing feature values (see Section 3.4.2 in Chapter 3). This motivates
the use of sampling methods. Table 5.3 shows that oversampling distributes the per-
formance better over different classes, while undersampling does not: in cases with too
little and missing training data undersampling does not help but hurts. Based on these
observations, we use oversampling for all further experiments. For the RepLab 2013
data, Table 5.4 shows that while undersampling helps ameliorating the effect of skewed
class distributions on this dataset, oversampling results in lower entities with at least one
F-score of 0 and has a higher F-score in general. We therefore also use oversampling for
experiments on the RepLab 2013 data.

5.4.2 Overall Performance
With our preliminary experiment out of the way, we turn to our first research question,
which we repeat here for convenience:

RQ2.1 Can we improve the effectiveness of baseline sentiment classifiers by adding ad-
ditional information based on the sender, message, and receiver communication
model?

We answer this research question based on the RepLab 2012 and RepLab 2013 datasets.
The first column with numerical results in Table 5.5 shows the F-scores for different
features and groups of features using an entity-independent training scenario based on
RepLab 2012. It displays results based on the oversampling method. Testing has been
done on the entire test set. Two of our runs outperform the highest score achieved at
RepLab 2012 (0.495): feature selection on all features (FS, 0.4690) and the group of
message features (M, 0.5562).5 Table 5.7 gives an overview of significant differences
between groups of features for C2012-1. We see that the group of message features

5It should be noted that the best performing system at RepLab 2012 is a closed source, knowledge intensive
system for which details are not publicly available [6], so that further detailed comparisons are not possible.
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(M) and feature selection based on all features (FS) perform significantly better than
the strong SS baseline. All feature combinations outperform WWL. We see that the
combination of feature groups works best: in particular the message group (M) and the
reception group (R). Only using the sender features (S) decreases the results significantly.
Feature selection including mostly I-WWL and #links performs significantly better than
most other feature combinations, except for using just the message features (M).
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The second column with numerical results in Table 5.5 displays the F-score using the
entity-independent training scenario and evaluating on the same incremental time splits
as in the entity-dependent setting. The third column with numerical results in Table 5.5
shows the F-scores for the entity-dependent training scenario, in the alternative training
and testing condition (C2012-2), for different features and feature groups, using oversam-
pling. The two columns labeled C2012-2 are not comparable to C2012-1. Table 5.8 gives
an overview of significant differences between groups of features for C2012-2. For one,
nearly every feature group performs significantly better than the baselines WWL and SS
(only S performs worse than SS, and R does not perform significantly better). Secondly,
in the entity-dependent training scenario, feature selection and most feature groups per-
form significantly better than the baseline features. Similar to the entity-independent runs
in C2012-1 (see Table 5.7), we have significant improvements of the message features
(M) and feature selection (FS) over the baseline features.

Next, we turn to the RepLab 2013 dataset. Table 5.6 shows the F-scores for the
RepLab 2013 dataset following the entity-dependent, entity-independent, and domain-
dependent training scenarios, for different features and feature groups, using oversam-
pling. We find that, in the entity-dependent training scenario, our best feature group
(M+R; F-score 0.5532) outperforms the best performing run at RepLab 2013 (SZTE
NLP; F-score 0.38).6 As to significant differences between feature groups, Table 5.10
shows that the feature group M+R performs significantly better than any other feature
group and the baselines. In particular, the feature groups M and M+R, and applying fea-
ture selection (FS) perform significantly better than the baseline SS. Every feature group
performs significantly better than the WWL baseline.

Additionally, we significantly outperform the baselines (see Table 5.9) with several
feature groups in the entity-independent training scenario as well.

To conclude our discussion of RQ1, our best runs always perform better, for both RepLab
2012 and 2013, than the best performing runs found in the literature. Compared to the
sentiment baselines, most of our feature groups perform significantly better than just
using sentiment in the entity-dependent case on both datasets.

5.4.3 Entity-Independent vs. Entity-Dependent vs.
Domain-Dependent

We turn to our second research question, which we repeat for convenience:

RQ2.2 How do different groups of features perform when trained on entity-(in)depen-
dent or domain-dependent training sets?

Figure 5.1 compares the F-scores for different entities for the different feature groups
for the entity-independent training scenario in the C2012-1 training and testing condi-
tion. We see that different feature groups affect different entities differently. The mes-
sage feature group (M) is very strong on nearly all entities, but not for all (e.g., entity
RL2012E36, CaixaBank), while the other feature groups vary strongly across entities.

6As an aside, in terms of the other metrics used at RepLab 2013, reliability and sensitivity, M+R also
outperforms the best performing run at RepLab 2013. For reliability, M+R achieves 0.57 vs. 0.48 for SZTE
NLP, and for sensitivity M+R scores 0.41 vs. 0.34 for SZTE NLP.

79



5. Estimating Reputation Polarity on Microblog Posts

Table 5.5: Classification results (as F-scores) for reputation polarity, using oversampling
for RepLab 2012. Entity-dependent (only alternative condition) and Entity-independent
formulation (standard and alternative condition), with the test set based on incremental
time based splitting. The numbers between C2012-1 and C2012-2 are not comparable
per row. For each column, the first (second) number is the mean (standard deviation) of
the 100 runs. The baseline features are included in the group of reception features R.

C2012-1 C2012-2

entity-indep. entity-indep. entity-dep.

Baseline features Random 0.3344 ±0.0068 0.3344 ±0.0068 0.3340 ±0.0073
WWL 0.1414 ±0.0016 0.1536 ±0.0012 0.3850 ±0.0101
SS 0.4186 ±0.0223 0.2771 ±0.0542 0.3959 ±0.0807

Sender features followers 0.4231 ±0.0188 0.2777 ±0.0537 0.3953 ±0.0801
verified 0.1904 ±0.0538 0.2718 ±0.0491 0.3877 ±0.0732
location 0.2899 ±0.0450 0.2766 ±0.0527 0.3890 ±0.0742
time zone 0.3450 ±0.0394 0.2841 ±0.0554 0.3895 ±0.0753
ulang 0.3185 ±0.0484 0.2855 ±0.0569 0.3923 ±0.0772
geo en. 0.3196 ±0.0591 0.2867 ±0.0580 0.3947 ±0.0792
list. cnt 0.4104 ±0.0344 0.2833 ±0.0551 0.3910 ±0.0760
acc. age 0.4027 ±0.0340 0.2870 ±0.0583 0.3898 ±0.0755
user 0.2326 ±0.0735 0.2269 ±0.0456 0.3923 ±0.0772

Message features #links 0.4244 ±0.0073 0.2883 ±0.0597 0.3976 ±0.0817
(metadata) #usernames 0.3738 ±0.0075 0.4048 ±0.0095 0.4325 ±0.0109

#hashtags 0.3162 ±0.0135 0.2857 ±0.0570 0.3938 ±0.0783
favourited 0.1409 ±0.0000 0.2834 ±0.0548 0.3899 ±0.0754

Message features #punct 0.3924 ±0.0209 0.2880 ±0.0594 0.3984 ±0.0824
(textual) tlang 0.3794 ±0.0087 0.2838 ±0.0551 0.3886 ±0.0745

llr (5) 0.3081 ±0.2118 0.4395 ±0.0480 0.6032 ±0.0053
llr (10) 0.3168 ±0.1842 0.4463 ±0.0990 0.5873 ±0.0112

Reception features I-WWL 0.2630 ±0.0916 0.2516 ±0.0513 0.3797 ±0.0836
I-SS 0.3160 ±0.0462 0.2635 ±0.0532 0.4768 ±0.0658
I-WWL-RP 0.2828 ±0.0825 0.2869 ±0.0583 0.3962 ±0.0804
I-SS-RP 0.3448 ±0.0009 0.2774 ±0.0535 0.3918 ±0.0767

Groups of features S 0.3596 ±0.0387 0.2843 ±0.0556 0.3975 ±0.0816
M 0.5562 ±0.0489 0.4290 ±0.0441 0.6000 ±0.0056
R 0.3906 ±0.0192 0.2104 ±0.0570 0.3936 ±0.0781

Combinations S+M 0.2403 ±0.0630 0.3824 ±0.0675 0.5557 ±0.0088
of groups S+R 0.3355 ±0.0476 0.2887 ±0.0581 0.4737 ±0.0640

M+R 0.4197 ±0.0291 0.4085 ±0.0509 0.5870 ±0.0067

All S+M+R 0.3413 ±0.0465 0.3522 ±0.0337 0.5548 ±0.0088
FS 0.4690 ±0.0752 0.4202 ±0.0743 0.6495 ±0.0092
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Table 5.6: Classification results (as F-scores) for reputation polarity, using oversampling.
Entity-dependent, Domain-dependent, and Entity-independent formulation on RepLab
2013, for the standard training and testing condition for RepLab 2013 (C2013). The
baseline features are included in the group of reception features R. For each column, the
first (second) number is the mean (standard deviation) of the 100 runs.)

Training scenario

entity-indep. entity-dep. domain-dep.

Baseline features Random 0.3576 ±0.0018 0.3574 ±0.0018 0.3575 ±0.0018
WWL 0.1539 ±0.0357 0.1324 ±0.0701 0.1542 ±0.0417
SS 0.4591 ±0.0029 0.4344 ±0.0867 0.4778 ±0.0180

Sender features followers 0.3848 ±0.0497 0.4951 ±0.0404 0.4063 ±0.0412
verified 0.1672 ±0.0139 0.1272 ±0.0588 0.1285 ±0.0038
location 0.3376 ±0.0886 0.2906 ±0.0966 0.3243 ±0.0884
time zone 0.3710 ±0.0607 0.3266 ±0.0627 0.3682 ±0.0728
ulang 0.4555 ±0.0044 0.2619 ±0.0859 0.2773 ±0.0713
geo en. 0.3831 ±0.0038 0.2959 ±0.1275 0.3017 ±0.1037
list. cnt 0.2809 ±0.0592 0.2662 ±0.0340 0.4190 ±0.0459
acc. age 0.4406 ±0.0333 0.4951 ±0.0403 0.4394 ±0.0358

Message features #links 0.3632 ±0.0045 0.3368 ±0.0675 0.3476 ±0.0141
(metadata) #usernames 0.1522 ±0.0192 0.2778 ±0.1270 0.1928 ±0.0582

user 0.0000 ±0.0000 0.1850 ±0.0782 0.2029 ±0.0758
#hashtags 0.3635 ±0.0178 0.2761 ±0.0854 0.2878 ±0.0558
favourited 0.0680 ±0.0000 0.0680 ±0.0000 0.0680 ±0.0000

Message features #punct 0.3416 ±0.0149 0.4216 ±0.0565 0.3793 ±0.0334
(textual) tlang 0.4649 ±0.0034 0.2798 ±0.0944 0.4053 ±0.0077

llr (5) 0.3537 ±0.0053 0.3845 ±0.0257 0.3763 ±0.0109
llr (10) 0.3690 ±0.0058 0.4023 ±0.0327 0.3782 ±0.0172

Reception features I-WWL 0.1624 ±0.0435 0.1173 ±0.0377 0.1768 ±0.0941
I-SS 0.3129 ±0.0140 0.3433 ±0.1201 0.3725 ±0.0794
I-WWL-RP 0.1594 ±0.0067 0.1188 ±0.0380 0.1798 ±0.1141
I-SS-RP 0.3461 ±0.0040 0.3303 ±0.1213 0.2698 ±0.0675

Groups of features S 0.4260 ±0.0173 0.4021 ±0.0502 0.4327 ±0.0153
M 0.4599 ±0.0391 0.5019 ±0.0291 0.4466 ±0.0286
R 0.4163 ±0.0287 0.4908 ±0.0513 0.4082 ±0.0276

Combinations S+M 0.4421 ±0.0111 0.4202 ±0.0537 0.4365 ±0.0158
of groups S+R 0.4479 ±0.0144 0.4298 ±0.0571 0.4447 ±0.0207

M+R 0.4935 ±0.0137 0.5532 ±0.0190 0.5037 ±0.0165

All S+M+R 0.4498 ±0.0107 0.4433 ±0.0595 0.4455 ±0.0240
FS 0.3780 ±0.1654 0.5224 ±0.0390 0.4292 ±0.0702
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Table 5.7: Significant differences, entity-independent training scenario for RepLab 2012
in the standard training and testing condition (C2012-1). Row < (>) Column means
that Row is statistically significantly worse (better) than column. A * indicates weak
significance (p > 0.05) and ∼ no significant differences.

WWL SS S M R S+M S+R M+R S+M+R

SS >

S > ∼
M > > >

R > ∼ > <

S+M > < < < <*

S+R > ∼ > < ∼ >

M+R > ∼ > < ∼ < >

S+M+R > ∼ > < ∼ < ∼ <

FS > > > < ∼ > >* ∼ >*

This suggests that the estimation of reputation polarity is indeed very entity-specific and
better performance can be reached by training per entity.

Table 5.5 shows the F-scores for the entity-independent training scenario, in the alter-
native training and testing condition, for different features, feature groups and their com-
binations, using oversampling. It also displays the F-score using the entity-dependent
training scenario on the same incremental time splits as in the entity-independent setting.
On average, the size of the training sets for the entity-dependent training is 5.6% (88.46
tweets) of the size of the training set in the entity-independent 2012 training. In general,
entity-dependent training leads to better F-scores on the RepLab 2012 dataset: for all but
one feature (#usernames) the F-score is significantly higher in the entity-dependent train-
ing setting than in the entity-independent setting. The average increase in F-score in the
entity-dependent training scenario is 31.07%, with the best runs increasing by 35.30%
(FS) and 36.51% (S+M+R) over the entity-independent training scenario.

The different columns in Table 5.6 compare the runs based on the entity-independent,
entity-dependent, and domain-dependent training scenarios for the RepLab 2013 dataset.
Again, we find that the entity-dependent training scenario leads to better results than
the domain-dependent and entity-independent training scenarios, even though the latter
two training scenarios have more training data. This is especially true for relatively
strongly performing features and feature groups, such as the message group (M) and the
reception group (R). We see that for relatively weak features (with an F-score below 0.4),
the domain-dependent and entity-independent training scenarios lead to better results in
80% of all cases.

The sender group (S) itself, and all combinations that extend the sender group (S,
S+M, S+R, and S+M+R) are weaker in the entity-dependent training scenario, but stron-
ger for the entity-independent and domain-dependent training scenario. This suggests
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Table 5.8: Significance, for the entity dependent training scenario, using oversampling
for RepLab 2012, in the alternative training and testing condition C2012-2. Row < (>)
Column means that Row is statistically significantly smaller (larger) than column. A *
indicates weak significance (p > 0.05) and ∼ no significant differences.

WWL SS S M R S+M S+R M+R S+M+R

SS ∼
S ∼ ∼
M > > >

R ∼ ∼ > <

S+M > > > < >

S+R > > > < > <

M+R > > > ∼ > >* >

S+M+R > > > < > ∼ > ∼
FS > > > > > > > > >

that a more general model can be built to model the sender, possibly to support the
entity-dependent training scenario. In the entity-dependent training scenario, the recep-
tion features are on par with message features and their combination leads to the strongest
performing feature group. Figure 5.2 shows the performance broken down per domain
for the entity-dependent training scenario. We see that for two domains the reception
feature group (R) performs better than the message feature group, but the sender (S) and
combined feature group (S+M+R) never outperform the other groups.
To conclude our discussion of RQ2.2, we have found that, in general, the entity-depen-
dent training scenario yields higher effectiveness than the entity-independent or domain-
dependent training scenarios, while using much less data on two datasets. For some
features and feature groups like the sender group, the domain-dependent training scenario
leads to better performance, which suggests that the sender aspect of reputation polarity
is entity-independent.

5.4.4 Feature Analysis
We turn to our final research question, RQ2.3, which we repeat for convenience:

RQ2.3 What is the added value of features in terms of effectiveness in the task of esti-
mating reputation polarity?

We start from the observation that the sentiment feature itself (SS) already outperforms
the best run at RepLab 2013 [7]. We analyse the contribution of our other features and
feature groups in the entity-independent and entity-dependent training scenarios for the
RepLab 2012 dataset in Section 5.4.4 and Section 5.4.4, respectively, and for the RepLab
2013 dataset in Section 5.4.4.
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Table 5.9: Significance, for the entity independent training scenario, using oversam-
pling for RepLab 2013. Row < (>) Column means that Row is statistically significantly
smaller (larger) than column. A * indicates weak significance (p > 0.05) and ∼ no sig-
nificant differences.

WWL SS S M R S+M S+R M+R S+M+R

SS >

S > ∼
M > ∼ >

R > > ∼ ∼
S+M > ∼ >* < ∼
S+R > ∼ > ∼ ∼ ∼
M+R > > > > > > >

S+M+R > ∼ > ∼ ∼ > ∼ <

FS > < > < ∼ < < < <

Entity-independent training on RepLab 2012

As we see in the first result column in Table 5.5, for the standard setting C2012-1 on
the RepLab 2012 dataset, the strongest single features are the number of links in a tweet
(#links), the number of followers (followers) and the baseline feature SS. We see that
every feature group has at least one strong feature.

Figure 5.3 shows a snapshot of an example decision tree that is based on a randomly
selected oversampled training set in the entity-independent training scenario. The first
decision made is whether the sentiment classification is positive: if so, the tweet has
neutral reputation polarity. If the impact (I-WWL-RP) is positive, the reputation polarity
is negative (but this affects only very few examples and can be considered spurious). The
last decision is based on the occurrence of the term http in the tweet: If this occurs, it
has positive reputation, otherwise it is negative.

Table 5.5 shows that for the entity-independent training scenario the performance of
the impact features (I-WWL, I-WWL-RP) using a weak sentiment classifier (WWL) in-
crease performance, and significantly so. With a strong underlying sentiment classifier
(SS) the performance of the impact features (I-SS, I-SS-RP) decreases. For the entity-
dependent training scenario, however, compared to the sentiment baselines, the perfor-
mance increases significantly for I-SS and I-WWL-RP, but does not change significantly
for the other impact features. The strongest single features are the number of followers
a user has (followers), whether the user was added to a list (listed count), the age of the
account (account age), and the number of links in a tweet (#links). All features relate to
the authority of a user or the authority of a tweet. A tweet with exactly one link tends
to contain more information and often links to news [183]. Additionally, we can see that
the combination of LLR terms (i.e., llr (5) or llr (10)) does not perform well individually.

84



5.4. Results and Analysis

Table 5.10: Significance, for the entity dependent training scenario, using oversampling
for RepLab 2013. Row < (>) Column means that Row is statistically significantly
smaller (larger) than column. A * indicates weak significance (p > 0.05) and ∼ no
significant differences.

WWL SS S M R S+M S+R M+R S+M+R

SS >

S > <*

M > > >

R > < > ∼
S+M > ∼ ∼ < <

S+R > ∼ > < < ∼
M+R > > > > > > >

S+M+R > ∼ > < > ∼ >* <

FS > > > ∼ ∼ > > < >

We can also see that combining different feature groups decreases performance as
compared to the single feature group and as we can see in Table 5.7, significantly so. The
best combination of features is the message feature group (M) alone and neither feature
selection (FS) nor combining all features can improve on this.

Let us try to understand why feature selection does not perform that well based on
the features it selects. Table 5.11 shows features ranked by information gain for a ran-
dom oversampled training set. The most important features are mainly textual in nature:
reception features and the number of links in a tweet. In nearly all cases, the feature
selection selected the impact feature based on the weighted word list sentiment classifier
(I-WWL, see Eq. 5.5 and 5.7) plus the number of links (#links) in a tweet and some LLR
terms. Surprisingly, the impact features I-WWL and I-WWL-RP are the most important
features: as shown in Table 5.5, they are not among the strong features. This shows that
the training and test set are very different and models learnt on the training set are not
optimal for the test set: using clear textual features like the message features, we are not
prone to overfitting on a training set that does not quite fit the test set.

Let us now illustrate the effect of our impact features. Consider the following tweet:

#spain’s repsol threatens companies investing in seized ypf with legal ac-
tions.

Based on the original sentiment word list, this tweet would be classified as neutral
for reputation polarity. However, there is a different tweet in the collection:

repsol threatens to sue firms that help argentina.

Due to the term sue, the sentiment of this tweet is negative. This tweet was retweeted
and as retweets are a reply to the tweet, the term argentina gets a negative connotation.
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Figure 5.1: F-scores for different entities in the test set and different feature groups S,
M, R, and S+M+R, in cyan, blue, green, and red, respectively. This is based on the
standard training and testing condition (C2012-1), with oversampling on the training
set, for RepLab 2012.

The term legal often co-occurs with the term argentina. After 5 iterations of the Ex-
pectation Maximization (EM) algorithm the terms legal and YPF have strongly negative
connotations. And indeed, this topic has a very negative reputation score: it is about
Repsol loosing a company it acquired (YPF) due to expropriation by the Argentinian
government. For a second example, consider the example tweet 5.1. The sentiment an-
notation by SS and WWL is neutral. However, after several iterations of the EM, I-WWL
learnt the term report to be negative. Similarly, typical positive terms for an airline en-
tity turn out to be profit, truelove, or overjoyed. Figure 5.4 shows how this effects the
classifications by comparing the classifications of SS (sentiment) and I-SS-RP (impact).
Impact “dampens” sentiment and measures something different: not all tweets with a
polarized sentiment are classified with a polarized impact. In fact, we can see that the
impact actually has very few negatively polarized tweets.

Figure 5.5 shows the development of the F-scores over the number of iterations of
the EM algorithm (Algorithm 1) on the test data, when using different sets of reactions:
all reactions (I-WWL, I-SS), only replies (I-WWL-RP, I-SS-RP), and only retweets (I-
WWL-RT, I-SS-RT). Using the retweets for estimation (in the complete set and on its
own), it takes much longer until convergence of the F-score: after 5 iterations of the EM,
I-WWL-RP and I-SS-RP have nearly reached a plateau, while the other two estimators
reach a plateau only after around 10 iterations. In general, the performance drops after
25 (WWL) and 30 (SS) iterations of the EM: it drops earlier for WWL because we use a
higher value of δ0 (δ0 = 1.5 vs. δ0 = 1) to discount the influence of what has been learnt
in the previous iterations.
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Figure 5.2: F-scores for different domains in the test set (in groups) and different feature
groups S, M, R, and S+M+R, in white, light grey, and black, respectively. The results
are based on the entity-dependent training scenario, oversampling on the training set, for
RepLab 2013, in the C2013 training and testing condition.

Entity-dependent training on RepLab 2012

We now switch to the entity-dependent training scenario and detail the performance of
the features in the alternative training and testing condition, C2012-2. A closer look at
the third numerical column in Table 5.5 shows that some single features perform excep-
tionally well. The first are the simple textual log-likelihood features (llr (5) and llr (10)),
where using the top ten terms performs better than the top five. This feature also per-
forms very well in the entity-independent training scenario. As it does not perform that
well in the standard evaluation condition C2012-1, it may very well be an artefact of the
test set. The second is the impact feature I-SS. This feature performs significantly better
than every single feature, except for #usernames and the llr features. Finally, the feature
#usernames performs very well too. Additionally, Table 5.8 shows that combining the
weak sender feature group (S) with the reception group (R) improves the results.

Feature selection helps and we now examine which features were selected by the
feature selection algorithm. We say that a feature is frequent for an entity if it was selected
in more than 50% of all splits and runs. When we examine which features were selected
by the feature selection algorithm for each individual entity, we see very varied feature
sets: the mean number of features used is 11.18 ±6.41. The most frequent features are
the impact features I-WWL and I-WWL-RP, and the number of punctuation which are
all frequent for 83.3% of the entities. In over 50% of all runs the sentiment features SS
and WWL, as well as the number of followers, and the username were used. The two
most commonly learnt feature sets were I-WWL together with at least one message (M)
feature.

Let us provide an example. While feature selection selects the number of followers,
punctuation, and hashtags, as well as I-SS for the entity RL2012E24 (Bank of America
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Figure 5.3: An example decision tree created by a randomly selected oversampled train-
ing set in the entity-independent training scenario for RepLab 2012, in the C2012-1 con-
dition. The oval nodes represent features being tested, the edges possible decisions, and
the rectangular nodes the assignment (with proportion of correctly classified tweets).
Note how this is easy to interpret by social media analysts.

Corporation), it selects the username as most important feature for entity RL2012E35
(Microsoft Corporation). Indeed, for Microsoft Corporation, 93% of the usernames in
the test set already appeared in the training set and 7 out of 10 of the LLR terms. For some
companies, it therefore seems more important who says something than what they say.
To analyse the reputation for the Bank of America Corporation, this is different: there
is not much overlap in the user base, and it seems more important what they say and
whether they support it with authority (#links, #followers). In other words, the reputation
of different entities may depend on different factors—this reflects the practice described
by Corujo [57]: reputation analysts treat each entity differently.

The improved performance under the entity-dependent training scenario over the
entity-independent scenario does not mean that we cannot generalize across multiple
entities: we can generalize to other entities within the same domain. In the RepLab 2012
test set, we identified three market domains amongst the entities: banking, technology,
and cars (see Appendix 3.B). For the banking domain, the frequent features overlap: apart
from the reception features, in particular impact (I-WWL-RP and I-WWL), the number
of followers feature is frequent for all entities in this domain. Again, what people say
and their authority is important. In the technology domain the textual message features
are important, in particular punctuation. In the car domain, we see that the most common
features are the impact features and textual features (such as #punct), but not the terms
selected by llr.

To conclude, the impact feature and the textual features improve results in the entity-
dependent training scenario and it is, in fact, best put to use in an entity-dependent man-
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Table 5.11: The contribution of a feature based on the information gain with respect
to a class, doing cross-validation on a randomly selected oversampled training set for
the entity-independent training scenario, for English on RepLab 2012, in the condition
C2012-1.

information gain feature

1.287 ±0.007 username
0.701 ±0.026 I-WWL-RP
0.540 ±0.030 WWL
0.455 ±0.005 location
0.418 ±0.047 followers
0.231 ±0.008 WWL
0.204 ±0.053 account age
0.190 ±0.005 1st LLR term (http)
0.155 ±0.004 2nd LLR term (co)
0.142 ±0.004 # punctuation
0.141 ±0.004 3rd LLR term (alcatel)
0.130 ±0.004 # links
0.121 ±0.005 SS
0.102 ±0.002 time zone
0.051 ±0.002 ulang
0.044 ±0.002 10th LLR term (patent)
0.069 ±0.042 listed count
0.033 ±0.006 # hashtags
0.029 ±0.001 8th LLR term (mobile)
0.025 ±0.001 tlang
0.023 ±0.004 #usernames
0.020 ±0.001 9th LLR term (app)
0.015 ±0.001 5th LLR term (lucent)
0.015 ±0.001 I-SS
0.014 ±0.001 I-SS-RP
0.013 ±0.001 6th LLR term (pingit)
0.005 ±0.001 geo enabled
0.002 ±0.001 4th LLR term (t)
0.001 ±0.000 verified
0.000 ±0.000 7th LLR term (microsoft)
0.000 ±0.000 favourited

ner. We also find that reputation polarity and sentiment are different: often, the impact
of the tweet and the authority of users matter more than its content.

Standard training condition on RepLab 2013

Finally, we turn to an analysis of the relative effectiveness of features on the RepLab
2013 dataset. The WWL feature performs very poorly. This is only a surprise if we
look at the results for RepLab 2012. In general however, WWL is not a strong sentiment
classifier [180]. We see that for WWL in RepLab 2013, the deviation in the classification
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Figure 5.4: The comparision of sentiment values (SS) with impact value (I-SS-RP) on
the training set of RepLab 2012.

is very low (±0.00002081), while for RepLab 2012 it is higher, namely±0.053, while for
SS the deviation is ±1.100 and ±1.108 for RepLab 2012 and RepLab2013, respectively.
This means that a lot of terms in the tweets were not part of the word lists and most
tweets were classified neutral. Similar to the RepLab 2012 dataset, the impact features
on the RepLab 2013 dataset are not as strong on their own. Having very few replies for
the test dataset (as compared to RepLab 2012) harms the estimation of the impact.

Figure 5.6 shows the features selected by the feature selection algorithm under the
entity-dependent training scenario for the RepLab 2013 dataset. The selected features
vary between domains and between entities. The most frequent features selected vary
strongly between the training methods. For the entity-dependent training scenario, # fol-
lowers, account age, and the two impact features I-WWL and I-WWL-RP were selected
in 89.6%, 88.9%, 74.8%, and 73.9% of all cases, respectively. The ten most common bi-
nary feature combinations are always with at least one of the two impact features, I-WWL
and I-WWL-RP. For the domain-dependent training scenario this is different. Again, #
followers and account age are very frequent (86.9% and 82.7%), however, the follow-up
features are the location and some llr terms. For the entity-independent training scenario,
feature selection is not really doing much: 82.8% of all features are selected in all, or all
but one run.

In sum, the impact features are selected frequently. We also observe a strong differ-
ence in best performing features between the training scenarios.

To conclude this section, we have seen that our approach to polarity prediction performs
better than the baselines for every dataset and under all training scenarios. We can clearly
see that the more focussed the training set is, the better the training works: even when
the amount of training material is much smaller. Finally, we have seen that different
features stand out: while impact features alone do not perform well, they are very helpful
in combination with features from the message group (M).

90



5.5. Conclusion

0 10 20 30 40 50
# iterations

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
F-

sc
or

e

I-SS
I-SS-RP
I-SS-RT
I-WWL
I-WWL-RP
I-WWL-RT

Figure 5.5: Development of F-scores for different iterations of the impact feature, with
oversampling for RepLab 2012, in condition C2012-1. I-WWL-RT and I-SS-RT are the
impact features using only retweets as reactions.

5.5 Conclusion

We have presented an effective approach to predicting reputation polarity from tweets.
Starting from the observation that reputation polarity prediction is different from senti-
ment analysis, annotators agree moderately on sentiment, but their sentiment annotation
only agrees fairly with the annotation of reputation polarity. Similarly, we find that sen-
timent classifiers are not enough to classify reputation polarity. We use three groups of
features based on intuitions from communication theory and find that features based on
authority and reactions from users perform best. We consider three training scenarios
for the reputation polarity task, entity-independent, entity-dependent, where one trains
the models in an entity-dependent manner, and domain-dependent, where training de-
pends on the domain of the entity. While training on far less (94% less) data, entity-
dependent training leads to an improvement of 25% over models trained in an entity-
independent manner. We find that the selected features are diverse and differ between
entities. From this, we conclude that predicting reputation polarity is best approached in
an entity-dependent way. On the RepLab 2012 dataset, we find that training per domain
instead of entity looks promising for some features. This is confirmed on the RepLab
2013 dataset, where we see that for sender features, training on domain specific datasets
does help. We also find that to alleviate the imbalance of real-life data, oversampling is
important. Finally, we find that our results transfer to a different and larger dataset, with
consistent findings between the 2012 and 2013 editions of the RepLab datasets.

As to future work, we aim to look at sampling methods that take into account miss-

91



5. Estimating Reputation Polarity on Microblog Posts

automotive banking universities music

1 2 3 5 8 9 1
2

1
3

1
4

1
5

1
6

1
9

2
2

2
5

3
3

3
5

4
0

4
1

4
3

4
4 5
1

5
4

5
5

5
6

5
7

6
0

6
3

6
7

6
8

7
0

7
6

8
6

8
7

8
8

8
9

9
0

9
1

9
3

9
6

9
7

1
2
4

1
4
5

1
4
6

1
4
9

1
5
1

1
5
2

1
5
3

1
5
5

1
5
9

1
6
1

1
6
2

1
6
4

1
6
6

1
6
7

1
6
9

1
7
5

1
8
5

1
9
4

1
9
8

2
0
6

2
0
7

entity

SS
WWL

I-WWL
I-WWL-RP

I-SS
I-SS-RP

acc. age
favourited
followers

tlang
# hashtgs

no links
# punct.

geo en
list cnt

llr_0
llr_1
llr_2
llr_3
llr_4
llr_5
llr_6
llr_7
llr_8
llr_9

location
time_zone

ulang
verified

fe
a
tu

re

Figure 5.6: Selection of features per entity in the entity-dependent training scenario.
Entities are plotted along the x-axis, features along the y-axis. The darkness indicates in
how many of the 100 test runs a feature was selected per entity.

ing feature values, as this seems to be a problem for oversampling. With more data,
language (thus culture) dependent analysis becomes more feasible. On the RepLab 2013
dataset, we can see a hint that reputation polarity with respect to the sender may be entity-
independent. This hint and potential findings can be used for the RepLab2014/PAN task
of author profiling and ranking [9]. In return, a successful author profiling approach can
feed back at to the classification approach presented in this work. At RepLab2014 [9],
a new dataset for the classification into different dimensions was introduced. We are
curious in how far dimension and/or entity-dependent training combined with cascading
algorithms may improve the results.

Future work will also concern the analysis of reactions to a tweet and how diverse
they are with respect to sentiment. Additionally, active learning of reputation polarity
may incorporate a constant influx of user feedback and may deal with changes of lan-
guage over time. Finally, with respect to time, it would be interesting to perform longi-
tudinal studies and see how our impact features can be adjusted for temporal changes.
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6
Using Temporal Bursts for Query

Modeling

A successful system to monitor online reputation relies on well-performing retrieval al-
gorithms for social media [6, 7, 230]. Since language changes are more apparent in social
media, query modeling is often used to better capture a user’s information need and help
bridge the lexical gap between a query and the documents to be retrieved. Typical ap-
proaches consider terms in some set of documents and select the most informative ones.
These terms may then be reweighted and—in a language modeling setting—be used to
estimate a query model, i.e., a distribution over terms for a query [198, 281]. The selec-
tion of the set of documents is crucial: a poor selection may cause topic drift and thus de-
crease precision with a marginal improvement in terms of recall. Typical approaches base
query modeling on information pertinent to the query or the documents [207], while oth-
ers incorporate metadata [126], semantic information such as entity types or Wikipedia
categories [37], or synonyms [161]. In the setting of social media there have been pro-
posals to obtain rich query models by sampling terms not from the target collection from
which documents are to be retrieved, but from trusted external corpora instead [66]. For
queries with an inherent temporal information need such query modeling and query ex-
pansion methods might be too general and not sufficiently focused on events the user is
looking for.

To make matters concrete, let us consider an example taken from one of the test
collections that we are using later in the chapter, query 936, grammys, from the TREC
Blogs06 collection. The Grammy awards ceremony happens once a year and is therefore
being discussed mainly around this time. The information need underlying the query
grammys is about this event and not, for example, a list of grammy awards for a starlet:
relevant documents for this query are therefore less likely to be published six months after
this event. The temporal distribution of relevant results reflects this observation; see Fig-
ure 6.1a, in which we plot the number of relevant documents against days, ranging from
the first day in the collection to the last. We see a clear peak in the temporal distribution
of relevant results around the date of the Grammy Awards ceremony. The temporal dis-
tribution for the pseudo-relevant result set for the query grammys (Figure 6.1b), i.e., the
top ranked documents retrieved in response to the query, shows a similar pattern: here,
we also see a temporal overlap of peaks. Indeed, in temporally ordered test collections
we observe that typically between 40% and 50% of all documents in a burst of the tem-
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(a) The relevant documents for query 936, grammys. (b) The top ranked document retrieved in response
to query 936, grammys.

Figure 6.1: Temporal distributions of documents for query 936, grammys, in the TREC
Blogs06 test collection.

poral distribution of the pseudo relevant documents are relevant (see Table 6.11). Query
modeling based on those documents should therefore return more relevant documents
without harming precision. That is, we hypothesize that distinguishing terms that occur
within documents in such bursts are good candidate terms for query modeling purposes.

Previous approaches to exploiting the transient and bursty nature of relevance in tem-
porally ordered document collections assume that the most recent documents are more
relevant [74] or they compute a temporal similarity [130] to retrieve documents that are
recent or diverse. Keikha et al. [129] use relevance models of temporal distributions of
posts in blog feeds and Dakka et al. [62] incorporate normalized temporal distributions as
a prior in different retrieval approaches, among them relevance modeling methods. Our
approach builds on these previous ideas by performing query modeling on bursts instead
of recent documents.

We address the following research questions:

RQ3.1 Are documents occurring within bursts more likely to be relevant than those
outside of bursts?

RQ3.2 Can documents within bursts contribute more useful terms for query modeling
than documents selected for relevance models?

RQ3.3 What is the impact on the retrieval effectiveness when we use a query model that
rewards documents closer to the center of the bursts?

RQ3.4 Does the number of pseudo-relevant documents used for burst detection matter
and how many documents should be considered for sampling terms? How many
terms should each burst contribute?

RQ3.5 Is retrieval effectiveness influenced by query-independent factors, such as the
quality of a document contained in the burst or size of a burst?
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To answer our research questions, we identify temporal bursts in ranked lists of initially
retrieved documents for a given query and model the generative probability of a docu-
ment given a burst. For this we propose various discrete and continuous models. We
then sample terms from the documents in the burst and update the query model. The
effectiveness of our temporal query modeling approaches is assessed using several test
collections based on news articles (TREC-2, 7, and 8) and a test collection based on blog
posts (TREC Blog track, 2006–2008).

The main contributions we make in this chapter are novel temporal query models and
an analysis of their effectiveness, both for time-aware queries and for arbitrary queries.
For query sets that consist of both temporal and non-temporal queries, our model is able
to find the balance between performing query modeling or not: only if there are bursts
and only if some of the top ranked documents are in the burst, the query is remodeled
based on the bursts. We consistently improve over various baselines such as relevance
models, often significantly so.

In Section 6.1 we introduce temporal query models and the baseline. We explain the
setup of our experiments in Section 6.2 and our experimental results are presented and
analysed in Section 6.3. We conclude in Section 6.4.

6.1 Temporal Query Models

Our temporal query model is based on pseudo-relevance feedback: we aim to improve a
query by first retrieving a set of documents, D, and then identifying and weighting the
most distinguishing terms from those documents; the remodeled query is used to retrieve
the final ranked list of documents. We proceed in this standard fashion, but take into
account the temporal distribution of the documents in D. We consciously decided to
make our model discrete. For one, aggregating time points into temporal bins is natural
for these types of collections. For blogs it has been noted that the publishing volume is
periodic and depends on the daytime [246]. A granularity less than a day will therefore
introduce noise in the bursts, due to the chrono-biological idiosyncrasies of human be-
ings. Similarly for news documents: newspapers from the time period we employ will
rarely publish more than one or two articles per day. Thus, a granularity smaller than a
month will lead to very few bursts. Furthermore, using a finer granularity would result in
near-uniform peaks and therefore we would not be able to identify bursts.

Consider Figure 6.1a again, which shows the temporal distribution of relevant doc-
uments for a single query (query 936, grammys, from the TREC Blogs06 collection).
We observe that the ground truth for the query grammys has more relevant documents
on some days than on others and experiences bursts; a burst appears on days when more
documents are published than usual. Some of the documents might be near duplicates:
those documents provide a strong signal that their terms are relevant to the event in the
burst. It is inherent to the assumptions of the algorithm, that the documents in a burst are
textually close. Near-duplicate elimination might therefore remove important informa-
tion. Informally, a burst in a temporal distribution is a time period where more documents
are published than usual. Bursts are often related to events relevant to the query: in this
case the ceremony for the Grammy Awards triggered the publishing of relevant docu-
ments. Now consider Figure 6.1b again, which shows the temporal distribution of the
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Table 6.1: Notation used in the chapter.

Notation Explanation

q query
N number of documents to retrieve for burst detection
NB number of documents to retrieve for term selection
M number of terms used to model a burst
Dq , D the set of top N retrieved documents for query q
D̂q , D̂ set of top N̂ retrieved documents for query q
D, Dj document
w ∈ D term in the document D
w ∈ q term in the query q
T (D) publishing time of a document D
R(D) retrieval score of a document D
l length of the time interval for binning the documents
min(D) document in the set of documents D that is oldest with

respect to publishing time
time(D) normalize publishing time of a document D
bin(D) time bin of a document D
bursts(D) set of bursts in D
W ,WB terms used for query modeling
tD(i), t(i) time series based on the publishing times of the documents in D
tDB (i) time series over a subsequence DB
bursts(D) bursts in the tD(i)
B a burst
DB documents published within the burst B
max(B) peak in a burst B with the highest value for the time series t
σ(t(i)), σ standard deviation of temporal distribution t(i)
µ(t(i)), µ mean deviation of temporal distribution t(i)
α discrete decay parameter
γ decay parameter
k number of neighboring documents of a document in a burst

documents in the result set. Again, we see bursts around the time of the ceremony. This
observation gives rise to the key assumption of this chapter, that documents in bursts are
more likely to be relevant.

Algorithm 2 summarizes our approach. Given a query q, we first select a ranked list
of top-N pseudo-relevant documents, D. In D we identify bursts (bursts(D)). Within
D we then select a second ranked list of top-N̂ documents (D̂) of length N̂ . For all
identified bursts we select the intersection of documents in the burst and in the top-N̂
documents. In line 4 of Algorithm 2, those documents are used to estimate P (w | B),
the probability that a term is generated within a burst; we include different generative
probabilities P (D | B) for each document D.

In line 6, we select the top-M terms per burst with the highest probability of being
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Algorithm 2: QMB: Query Modeling using Bursts.
Input: q, query
Input: N , number of documents to retrieve for burst detection
Input: N̂ , number of documents to retrieve for burst modeling
Input: M , number of terms used to model a burst
Input: D, set of top N retrieved documents for query q
Input: D̂, set of top N̂ retrieved documents for query q
Input: bursts(D), the set of temporal bursts in D
Output: W , the terms used for query modeling
Output: P (w | q), for all w ∈W the reweighted probability given query q

1 foreach B ∈ bursts(D) do
2 foreach D ∈ B ∩ D̂ do
3 foreach w ∈ D do
4 update P (w | B) by adding 1

N̂
P (D | B) · P (w | D) to it

5 end
6 W is the set of top-M terms based on P (w | B);
7 foreach w ∈W do
8 update P (w | q) by adding P (B | bursts(D)) · P (w | B) to it
9 end

10 end
11 end

generated by this burst. Finally, in line 8, we estimate the probability that a term is
generated by a query P (w | q) and we merge the terms for each burst, weighted by the
quality of the documents within the burst or size of the burst P (B | bursts(D)). The
quality of a document is based on textual features that capture how well the document
has been written (e.g., correctness of spelling, emoticons), which are typical text quality
indicators [266].

Formally,

P̂ (w | q) =
∑

B∈bursts(D)

P (B | bursts(D))
N̂

∑
D∈DB

P (D | B)P (w | D). (6.1)

Lines 1 to 11 in Algorithm 2 provide an algorithmic view on Eq. 6.1. The key components
on which we focus are the document prior P (D | B) in Section 6.1.3 and the burst
normalisation (P (B | bursts(D))) in Section 6.1.4. We start by defining bursts and
detailing the query model.

6.1.1 Bursts
Informally, a burst in a temporal distribution of documents is a set of time periods in
which “unusually” many documents are published. Often, what is “normal” (or the
mean) might change over time. In the collections we are considering, however, the
mean is rather stable and the distribution stationary. For longer periods, estimating a
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Figure 6.2: Example time series: time bins 3 and 4 form a burst and bin 3 peaks.

time-dependent, dynamic mean can easily be accommodated with a moving average es-
timation.

Consider the example in Figure 6.2. The blue (striped) time bin peaks and forms a
burst together with the red (dotted) bin to its left. The right red (dotted) bin is not peaking
as it does not contain enough documents.

Formally, let Dq (or D when the query q is clear from the context) denote the set of
top-N documents retrieved for a query q. Let R(D) and T (D) be the relevance score
and publication time point of document D, respectively.1 Let l be the distance between
two time points; l can be phrased in terms of days, months, or years. Further, let min(D)
be the oldest publication time of a document in D. The time normalised publication time
of a document D is

time(D) =
T (D)−min(D)

l
,

and the binned time of D is bin(D) = btime(D)c.
Let i ∈ N denote a time bin, then a discrete time series tD(i), for a set of documents

D, is the sum of ranking scores of the documents,

tD(i) =
∑

{D∈D : bin(D)=i}

R(D). (6.2)

We write t(i) instead of tD(i) whenever D is clear from the context. The mean (standard
deviation) µ (σ) is the mean (standard deviation) of the time series t(i). A time bin i
(lightly) peaks, when t(i) is two (one) standard deviation(s) bigger than the mean.

A burst for a set of documents D is a sequence B ⊆ N such that

• at least one time bin i ∈ B peaks, thus tD(i) is at least two standard deviations
bigger than the mean (t(i) + 2σ > µ);

• and for all time bins i ∈ B, t(i) is at least one standard deviation bigger than the
mean (t(i) + 1σ > µ).

1We assume that R(D) takes values between 0 and 1.
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A time series can have multiple bursts. The set of maximal bursts for D is denoted
as bursts(D).2 Given a sequence of time bins B, its set of documents is denoted as
DB = {D ∈ D : bin(D) ∈ B}. The time series over the subsequence B is tDB (i).

It is sometimes useful to adopt a slightly different perspective on time series. So far,
we have used the sum of ranking scores (see Eq. 6.2). An alternative approach for the
estimation of the time series would be to use the counts of documents:

t′D(i) = |{D ∈ D : bin(D) = i}|. (6.3)

For the estimation of the bursts and peaks we proceed similar as for the time series
introduced in Eq. 6.2. Unless stated otherwise, a time series is estimated using Eq. 6.2.

6.1.2 Term Reweighting
At the end of this section we introduce the score of a document for a query (Eq. 6.17),
used in line 4 of Algorithm 2. To this end we need to determine the probability of a term
being generated by a burst (Eq. 6.4 below) and how to combine the probabilities for all
bursts (Eq. 6.5 below).

Formally, let D̂q (or D̂ if q is clear from the context) be the top-N̂ documents retrieved
for a query q. For a burst B, the suitability of a term w for query modeling depends on
the generative probability of the documents (D ∈ B) in the burst, P (D | B):

P (w | B) =
1

N̂

∑
D∈DB

P (D | B)P (w | D), (6.4)

where P (w | D) is the probability that term w is generated by document D. The sum-
mation in Eq. 6.4 is over documents in DB only to avoid topic drift.

The probability P̂ (w | q) of a term w given a query q is

P̂ (w | q) =
∑

B∈bursts(D)

P (B|bursts(D))P (w | B). (6.5)

This is the same as Eq. 6.1. Since we only use a subset of the possible terms for query
modeling, we need to normalize. For each burst B, the set of M terms WB used for
query modeling are the terms with the highest probability of a burst B without being
stopwords; the set W of all terms is denoted

W =
⋃

B∈bursts(D)

WB .

Let |q| be the number of terms in query q and tf(w, q) the term frequency of term w in
query q. We normalize P̂ (w | q) according to

P̂ ∗(w | q) = 1

|q|+∑w′∈W P̂ (w′ | q)


tf(w, q) if w ∈ q,
P̂ (w | q) if w ∈W \ q,
0 else.

(6.6)

This concludes the definition of the query model.
2Burst B1 is maximal if there is no burst B2 such that B1 ⊆ B2 and B1 6= B2.
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6.1.3 Generative Probability of a Document in a Burst

We continue by describing the remaining components. In particular, for the estimation of
P (w | B) (Eq. 6.4) we are missing the probability of a document generated by a burst,
P (D | B), which is introduced in this section (Section 6.1.3). Finally, we estimate the
probability of a burst given other bursts, P (B | bursts(D)) (Section 6.1.4).

Our hypothesis is that bursts contain the most relevant documents. But how can
we quantify this? We assume a generative approach, and introduce different functions
f(D,B) to approximate P (D | B) in this section. One discrete approximation assumes
that the most relevant documents are in the peaking time bins of a burst (i.e., (two stan-
dard deviations above mean; see Eq. 6.8 below). This could potentially increase the
precision. However, assuming all documents in a burst to be generated uniformly (as
we do in Eq. 6.7 below), we may find more terms, but these are not necessarily as use-
ful as the terms estimated from the documents in the peaks of bursts (see Eq. 6.8 and
Eq. 6.9 below). To achieve a smoother transition between the peak of a burst and the rest
of the burst, we consider multiple smoothing functions. We compare one discrete step
function and four continuous functions. The discrete function gives lower probability to
documents in bursts that are outside peaks than to documents that are inside peaks; docu-
ments outside bursts are not considered for estimation. The continuous functions should
alleviate the arbitrariness of discrete functions: we introduce a function based on the ex-
ponential decay function from Li and Croft [144] (see Eq. 6.10 below) and augment it
with a k-nearest neighbor kernel (see Eq. 6.12 below). The discrete approximations for
P (D | B) are fDB0(D,B), fDB1(D,B) and fDB2(D,B), while the continuous approxi-
mations are fDB3(D,B) to fDB6(D,B). We begin with the former.

Discrete functions. For simple approximations of P (D | B) we view burst detection
as a discrete binary or ternary filter. The approximation below only uses documents in a
burst and assigns uniform probabilities to documents in bursts:

fDB0(D,B) =

{
1 if D ∈ DB ,
0 else.

(6.7)

We refer to this approach as DB0.
Documents in the onset or offset of a burst may be noisy in the sense that they may

only be marginally relevant. For our running example query grammy, documents before
the event may be anticipations or event listings, but they are unlikely to contain a detailed
description of actual incidents at the ceremony. Articles published long after the Grammy
Awards may be imprecise and superficial as the retention of events decays over time and
the author may have forgotten details or remember things differently. Also, the event may
be very important during the time period, but later the award becomes more important
and is mentioned more in relation to the award winners.

Compared to DB0, a more strict approach to estimating whether a document is in a
burst is a binary decision if the document is in a peak of the burst or not:

fDB1(D,B) =

{
1 if D ∈ DB and bin(D) peaks,
0 else.

(6.8)
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Here, we ignore all documents that are not in a peak of a burst. Alternatively, we can
assume that documents in a peak are more relevant than the documents published outside
the peaks, but still published in the burst. The documents inside the peak should therefore
have more influence in the query modeling process: the terms in the documents inside
the peak should be more likely to be used in the remodeled query. We propose to use
a simple step function that assigns lower probabilities to documents outside peaks, but
inside bursts,

fDB2(D,B) =


α if D ∈ DB ,
1− α if D ∈ DB and bin(D) peaks,
0 else,

(6.9)

with α < 0.5.

Continuous functions. In previously published approaches to temporal query mod-
eling, continuous functions are used with term reweighting with a decay or a recency
function depending on the entire result set. The most commonly used decay function is
exponential decay [74, 144, 157]. We use similar functions to estimate the probability
of a document being generated by a burst. The approximation fDB3(D,B) decreases
exponentially with its distance to the largest peak of the burst max(B), the global max-
imum of the time series tDB (i) (argmaxi tDB (i)). Formally, let time(D) denote the
normalized publishing time of document D; then

fDB3(D,B) = e−γ(|max(B)−time(D)|), (6.10)

where γ is an (open) decay parameter.
Result sets of queries may have different temporal distributions: some bursts are

wider and can last over multiple days, whereas some distributions may have short bursts
lasting a single day. Using a global decay parameter may ignore documents at the fringe
of the burst or include documents far outside the burst. We propose a burst-adaptive
decay. This decay function is a gaussian fitted over the burst by estimating the mean and
variance of the burst. We call this adaptive exponential decay function, and define

fDB4(D,B) = e
−
|max(B)− time(D)|

2σ(tDB (i))
2

, (6.11)

where σ(tDB (i)) is the standard deviation for the time series t(i), i ∈ B. The power in
this equation says that for wide bursts, that is, bursts with a great variance, the decay is
less than for bursts with a single sharp peak.

The temporal distributions of pseudo-relevant ranked document lists can be very
noisy and might not accurately express the temporal distribution of the relevance assess-
ments. Smoothing of the temporal distribution may alleviate the effects of such noise
[98]. As a smoothing method we propose the use of k-NN [59], where the time(D) of
each document D is the average timestamp of its k neighbors. Let the distance between
documents D, Dj be defined as | time(D) − time(Dj)|. We say that document Dj is a
k-neighbor of documentD (neighbork(D,Dj)) ifDj is among the k nearest documents
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to D. The smoothed probability is then calculated using the exponential decay functions
(Eq. 6.10 and Eq. 6.11) Formally,

fDB5(D,B) =
1

k

∑
Dj∈neighbork(D,Dj)

fDB3(Dj |B) (6.12)

and

fDB6(D,B) =
1

k

∑
Dj∈neighbork(D,Dj)

fDB4(Dj |B). (6.13)

6.1.4 Burst Normalization

We now introduce two approaches to burst normalization, based on quality (Eq. 6.15)
and size (Eq. 6.16). Bursts within a ranked list for a given query may be focused on
one subtopic of the query, the burst can be an artifact of the temporal distribution of the
document collection. Or it may be spam or irrelevant chatter related to the query. The
latter is especially relevant for blog post retrieval, where it was shown that using quality
priors improves retrieval performance [265]. A burst may also be more important because
it contains a large number of documents (see Eq. 6.16). Based on these intuitions, we
propose different methods to reweight bursts.

The uniform burst normalization method assumes no difference between the bursts
and assigns each burst the same weight

P (B | bursts(D)) = 1

|bursts(D)| . (6.14)

Unless explicitly stated otherwise, we only use the uniform normalization from Eq. 6.14.
When using non-uniform normalization, we assume the overall quality of a burst to

be based on the quality of single documents:

PC(B | bursts(D)) =
1

|B|
∑
D∈DB

P (D | bursts(D)), (6.15)

where P (D) is the quality of the document using the best performing quality indicators
from [265].3

We can assume that the quality of a burst depends on its size: the more documents
are in a burst, the less probable it is for the burst to be an artifact, so

PS(B | bursts(D)) =
1

|DB |
, (6.16)

where |DB | is the number of documents in the burst B.

3We use the following indicators: number of pronouns, amount of punctuation, number of emoticons used,
amount of shouting, whether capitalization was used, the length of the post, and correctness of spelling.

102



6.2. Experimental Setup

6.1.5 Document Score

In the previous sections we introduced all probabilities needed to estimate the query
model P (w | q), for a query q and term w (see Eq. 6.6). Indeed, we can now use the
query model to estimate the document score. We use the Kullback-Leibler (KL) diver-
gence [155] to estimate the retrieval score of documentD for query q. The documents are
ranked using the divergence between the query model just presented and the document
model. Thus,

Score(q,D) = −
∑
w∈V

P (w | q) log P (w | q)
P (w | D)

, (6.17)

where V is the vocabulary, i.e., the set of all terms that occur in the collection, P (w | q)
is defined as the maximum likelihood estimate of w in the query, and P (w | D) is the
generative probability for a term as specified in Eq. 2.1.

This concludes the introduction of our burst sensitive query models. In the following
sections we present and analyse experiments to assess their performance.

6.2 Experimental Setup

In this section we describe experiments to answer the research questions introduced ear-
lier. Section 6.2.2 presents our baselines. We list the collections and query sets for the
experiments in Section 6.2.1. We list the parameter values in Section 6.2.3 and evaluation
methods in Section 6.2.4.

6.2.1 Data

For our experiments we use three collections. Two collections are the news collections
TREC-2 and TREC-{6,7,8} (see Section 3.1). The third collection is the blog dataset
TREC-Blogs06 (see Section 3.2). We use all query subsets introduced for the datasets.
Our parameter analysis is based on TREC-6, the training set for the query sets temporal-t
and recent-2.

6.2.2 Baselines

In order to keep our experiments comparable with previous work, we use the query like-
lihood model [155, 198] (see Section 2.3) and relevance models [139] (see Section 2.3)
both as baseline and as retrieval algorithm for the initial retrieval set. The temporal ex-
tension based on recency priors Li and Croft [144] (Equation 2.6) functions as a baseline.

6.2.3 Parameter Settings

For the parameter setting of the baseline experiments we follow Efron and Golovchinsky
[74] and set λ = 0.4, β = 0.015, and NRM = 10. Those parameters were optimised
using grid search on TREC-6. Furthermore, as there is no query time associated with
the queries in the query sets, we set the reference date to the most recent document
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in the collection. The granularity of time for burst estimation is months and days for
the news and blog data, respectively. Initially, we return M = 5 terms per burst, use
the top-N̂ , where N̂ = 5, documents to estimate the bursts, and use the top-N , where
N = 175, documents for burst detection. In Section 6.3.3 we investigate the influence of
varying these parameter settings on retrieval performance. Unless noted otherwise, we
use the temporal distribution based on the relevance score (see Eq. 6.2); in Section 6.3.3
we show why it is more stable than using counts. The parameters M , N̂ , and N were
selected based on an analysis of the training set (see Section 6.3.3.) An overview of the
chosen parameters can be found in Table 6.2.

Table 6.2: Parameter gloss.

parameter value reference

λ 0.4 Eq. 2.1
β 0.015 Eq. 2.6
NRM 10 Section 2.3
N̂ 5 Eq. 6.4
N 175 Section 6.1.1
M 5 Eq. 6.5

6.2.4 Evaluation
For all experiments, we optimize the parameters with respect to mean average precision
(MAP) on the training sets and on the cross validation folds. MAP and precision at 10
(P@10) are our quantitative evaluation measures. We use the Student’s t-test to evaluate
the significance of observed differences. We denote significant improvements with N

and M (p < 0.01 and p < 0.05, respectively). Likewise, O and H denote declines.
Table 6.3 provides an overview over the acronyms used for the runs. If two methods are
combined with a “-” (e.g., DB3-D), then the runs combine the two methods, as described
in Section 6.1.

6.3 Results and Discussion

In this section we seek to answer our research questions from the introduction. Sec-
tion 6.3.1 discusses whether documents in bursts are more relevant than documents out-
side bursts. Section 6.3.2 analyses if it matters when in a temporal burst a document is
published. Section 6.3.3 investigates parameter values and, finally, Section 6.3.4 elabo-
rates on experiments to assess our approaches to burst normalization.

6.3.1 Selection of Relevant Documents
To begin, we seek to answer the following research questions:

RQ3.1 For a given query, are documents occurring within bursts more likely to be judged
relevant for that query than those outside of bursts?
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Table 6.3: Temporal query models examined in this chapter.

Name Description Equation

J Jelinek Mercer Smoothing [155, 198] 2.1
D Dirichlet smoothing 2.2
EXP Exponential prior, proposed by Li and Croft [144] 2.6
RM Relevance modeling, proposed by [139] 2.3
DB0 Temporal query model with step wise decay: burst 6.7
DB1 Temporal query model with step wise decay: peaks 6.8
DB2 Temporal query model with step wise decay:

burst and peaks, optimised α 6.9
DB3 Temporal query model with fixed exponential decay, 6.10
DB4 Temporal query model with variable exponential decay 6.11
DB5 Temporal query model with fixed exponential decay and k-NN 6.12
DB6 Temporal query model with variable exponential decay and k-NN 6.13
Y training on the respective other years
L training with leave-one-out cross-validation
LY training with leave-one-out cross-validation only on the same year
C credibility normalisation 6.15
S size normalisation 6.16

and

RQ3.2 Can documents within bursts contribute more useful terms for query modeling
than documents selected for relevance models?

We compare the performance of the baseline query model DB0 against using relevance
models (RM) on news and blog data (TREC-2, TREC-7, TREC-8 and TREC-Blog06).
We use Dirichlet (D) and Jelinek-Mercer (J) smoothing for the retrieval of the top-N and
N̂ documents for both relevance models and temporal query models.

Table 6.4 shows the retrieval results on the TREC-7 and TREC-8 query sets, com-
paring the baselines, query likelihood using Dirichlet and Jelinek-Mercer smoothing,
with using exponential decay prior (EXP), relevance modeling (RM) and temporal query
modeling (DB0). Temporal query modeling (DB0-D) based on Dirichlet smoothing ob-
tains the highest MAP. It performs significantly better than its baseline (D) and relevance
modeling using the same baseline (RM-D). Unlike for relevance models, we see that the
P@10 scores increase (although not significantly so). Using Jelinek-Mercer smoothing
as a baseline, the differences between the approaches are more pronounced and already
significant on smaller datasets. The improvements can mainly be found on the temporal
queries. Relevance modeling (RM) only helps for Jelinek-Mercer as baseline.

In the following we explain varying results for different query classes. We classify
queries according to their temporal information need. To this end, we identified different
classification systems. One is a crowd-sourced approach, where the classes are defined
as the sub-categories of the Wikipedia category event.4 TimeML [201] is a mark-up

4http://en.wikipedia.org/wiki/Category:Events
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Table 6.4: Retrieval effectiveness for TREC-7 and TREC-8, comparing different tem-
poral retrieval methods and DB0. Significant changes are with respect to the respective
baseline (J/D), indicated using superscripts, and the relevance model (RM), indicated
using subscripts.

query subset

temporal-t

recent-1 TREC-7 TREC-8 recent-2 all queries

Model MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10

J .1963 .3750 .1406 .3720 .1800 .3633 .2007 .3062 .1997 .3420
EXP-J .1982N .3750 .1413 .3680 .1809 .3633 .2025N.3125M .2009M .3410
RM-J .1978 .3708 .1435 .3640 .1810 .3667 .2048 .3062 .2033 .3420
DB0-J .2117M .3708 .1546NM .3920 .1914N

M .3867 .1650 .2667 .2166NN .3580M

D .2108 .4125 .1566 .4320 .1859 .3633 .2183 .3438 .2154 .3710
EXP-D .2129 .4125 .1572 .4320 .1872 .3667 .2203 .3563 .2163 .3740
RM-D .2105 .3875 .1579 .4200 .1854 .3700 .2193 .3375 .2158 .3690
DB0-D .2280 .4042 .1696M .4360 .1939 .3833 .2430M .3750 .2381NN .3840

language for events, but the possible classes for the events5 are difficult to annotate and
distinguish. Kulkarni et al. [134] provide four classes of temporal distributions based
on the number of bursts (spikes) in the distribution. This approach is data-driven and
not based on the information need. Finally, Vendler [257] proposed classes for the tem-
poral flow (aspect) of verbs. Similarly, we can distinguish queries based on the aspect
of the underlying information need. The aspectual classes are: states (static without an
endpoint), actions (dynamic without an endpoint), accomplishments (dynamic, with an
endpoint and are incremental or gradual), achievements (with endpoint and occur instan-
taneously). The classes of the information need in the queries can be found in Appendix
6.B. The categorisation for the blog queries disregards the opinion aspect of the informa-
tion need of the query.

In particular we look at the four example queries 417, 437, 410, and 408. Figure 6.3
shows the temporal distributions of the queries result sets and relevant documents. Query
417 asks for different ways to measure creativity. This is not temporally dependent be-
cause this does not change over time. We find four rather broad bursts with very similar
term distributions; the terms creative and computer stand out. Finding several bursts for
queries in the state class is therefore not a problem because the term distributions are
very similar. We can also see that biggest bursts of the result set are on the same time
period as for the relevant document set. Ignoring other documents leads to a higher AP
for TQM-D as compared to RM-D (0.3431 vs. 0.3299).

Query 437 asks for experiences regarding the deregulation of gas and electric compa-
nies. We expected to find different actions that lead to the experiences that were reported.
However, as in July 1992 the Energy Policy Act passed the Senate, while the actions took

5These classes being occurence, perception, reporting, aspectual, state, i state, and i action.
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Table 6.5: Retrieval effectiveness for TREC-2, comparing different temporal retrieval
methods and DB0. Significant changes are with respect to the respective baseline (J/D),
indicated using superscripts, and the relevance model (RM), indicated using subscripts.

query set

recent-2 non-recent-2 all queries

Model MAP P@10 MAP P@10 MAP P@10

J .2444 .4100 .1647 .3100 .1806 .3300
EXP-J .2450 .4100 .1648 .3088 .1808 .3290
RM-J .2487 .4250 .1717 .3200 .1871 .3410
DB0-J .2488 .3950 .1796NM.3475NM .1934N.3570N

D .2537 .4050 .1683 .3263 .1854 .3420
EXP-D .2541 .4050 .1684 .3287 .1856 .3440
RM-D .2522 .4100 .1679 .3312 .1848 .3470
DB0-D .2488 .3950 .1775MM .3425 .1917 .3530

Table 6.6: Retrieval effectiveness for TREC-Blog06, 2006–2008, comparing different
temporal retrieval methods and DB0. Significant changes are with respect to the respec-
tive baseline (J/D), indicated using superscripts, and the relevance model (RM), indicated
using subscripts.

query set

temporal-b non-temporal-b all queries

Model MAP P@10 MAP P@10 MAP P@10

J .2782 .5041 .2909 .4697 .2846 .4867
EXP-J .2784 .5054 .2914 .4750 .2850 .4900
RM-J .3029 .4946 .2903 .4632 .2965 .4787
DB0-J .3373NN .5162 .3261NN .4895 .3316N

N.5027M

D .3707 .6838 .3692 .6553 .3699 .6693
EXP-D .3705 .6919 .3699 .6579 .3702 .6747
RM-D .3965 .7041 .3627 .6184 .3793 .6607
DB0-D .3923N .6973 .3746 .6539 .3833N .6753
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Figure 6.3: Temporal distributions for example queries of aspectual classes. The red
(dashed) line is the temporal distribution of the ground truth, while the black (solid) is
the temporal distribution of the top 175 documents of the result set for D.

place before, the reports on the experiences centered around this date. The burst detection
failed; however, the resulting query model for DB0-D is based on all top-N̂ documents
and thus close to RM-D: the term distributions are again very similar. Indeed, the AP for
RM-D and DB0-D are very close (0.0172 vs. 0.0201).

Query 410 about the Schengen agreement was created at a time when the Schen-
gen agreement had already been signed, but the implementation had not been successful
yet. We expect to see discussions leading up to the accomplishment of the Schengen
agreement. However, the Schengen agreement came into effect after last publication
date included in the collection. Figure 6.3c shows, however, that there was one period
of intense discussion. This is also captured in the temporal distribution of the relevant
result set. And indeed, using DB0-D for this query we have an AP of 0.8213 while using
relevance modeling (RM-D) yields an AP of 0.7983.

Figure 6.3d shows the temporal distribution for query 408. The query asks for tropical
storms. Tropical storms are sudden events that occur and we can see that in the result set
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Figure 6.4: The number of relevant documents at rank X using the baseline compared
to only retrieving documents in bursts and the number of documents that are new at this
rank (upranked documents).

as well as in the set of relevant documents there are specific time periods that feature a
lot of documents. The AP is low (0.0509) for both RM-D and DB0-D. However, we do
find that DB0-D manages to identify 27.7% more relevant documents than RM-D.

To conclude the class-based analysis, we can see that DB0-D performs either better
or similar to RM, depending on the situation.

Table 6.5 shows the retrieval results on the TREC-2 query set, comparing the base-
lines (J and D) with EXP, RM, and DB0. Here, improvements are only significantly
better than RM-D and RM-J on the non-temporal set. We see the tendency that DB0
performs better than RM modeling, for both baseline J and D. We also have an increase
in precision. Again, RM-J helps, whereas RM-D does not.

Table 6.6 shows the retrieval results on the TREC-Blog06 query set. We observe sig-
nificant improvements of DB0 in terms of MAP over RM only for the weak baseline (J)
and significant improvements over the baselines for both. The P@10 score using DB0 is
better than for RM, and significantly so for DB0-J and RM-J. For the temporal query set,
relevance modeling is better (but not significantly); we elaborate on this in Section 6.3.2.
Unlike for the other datasets, for the TREC-Blog06 collection, RM improves the results.

Table 6.11 shows that around 30% of the documents judged to be relevant are pub-
lished in a peaking time bin. However, does this mean that documents inside bursts are
actually more likely to be relevant than outside of bursts?

Figure 6.4 compares the early precision of the baselines with the same ranked list,
but removing documents outside of bursts. We see that the early precision decreases,
for all ranks but P@1 (precision at rank 1). The increase in performance is thus not just
based on the precision of the selected documents. Obviously, with documents pruned
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from the list, new documents move up in rank. Figure 6.4 shows that a great deal of
the documents retrieved at a certain rank indeed moved up. But how different are the
ranked result lists? We clustered the documents in each of the two ranked lists using
LDA [31].6 The average size of clusters is the same, but the clusters are more varied for
the result list using the pruned list: the standard deviation of the document coverage of
the clusters is 4.5% (4.0%) for the pruned list (baseline). The number of clusters with
at least one relevant document is 3.34 (4.02) for the pruned list (baseline) and together
those clusters cover 45.0% (37.5%) of the documents respectively. All clusters with at
least one relevant document cover more documents for the pruned set for the baseline.
Therefore, the two ranked lists are indeed different. Naturally, the better performance
comes from changing the topic models and choosing a more varied or less varied set of
documents for query modeling.

We conclude that DB0 brings significant improvements over our baselines and rele-
vance models. The better the baseline, the less prominent this improvement is. Unlike
other approaches based on relevance modeling however, DB0 does not harm precision
(P@10) but increases recall (as reflected in the MAP score).

6.3.2 Document Priors
A document in a burst might still be far away from the actual peaking time period. We
address the research question:

RQ3.3 What is the impact on the retrieval effectiveness when we use a query model
based on an emphasis on documents close to the center of bursts?

For a quantitative analysis we compare the different temporal priors DB0–DB6 with the
simplest approach DB0: using documents in a burst for query modeling. For the query
models DB2, DB5, and DB6, we perform parameter optimization using grid search to
find the optimal parameters for k, γ andα.7 For the news data, we do this on the dedicated
training sets. For the blog data, as we do not have a dedicated training set, we evaluate on
one year and train on the other years: we also use a leave-one-out cross-validation (LV1)
set-up, training on queries from the same year and on all years.
In Table 6.7 and Table 6.8 we compare the results using different document priors (DB3–
6) with relevance modeling (RM) and the binary burst prior DB0 for TREC-{7,8} and
TREC-2. For TREC-{7,8}, only using documents from peaks (DB1) decreases the MAP
significantly compared to DB0. For TREC-2, DB1 performs worse than DB0, though not
significantly. For both approaches and using the training data, we could not report differ-
ences for different α in DB2. For TREC-6, the documents selected for burst estimation
were mostly in the peak. We set α to 0.25.

Table 6.10 and Table 6.12 show a sample of queries, their expansion terms, and their
information need. The topics were selected based on a big difference in average precision
of their expanded models under DB0 and DB1. For most cases we observed that when-
ever there is a strong difference in MAP between DB0 and DB1, this happens because

6We used the standard settings of GibbsLDA++ (http://gibbslda.sourceforge.net/), with 10
clusters.

7We considered the following ranges: γ ∈ {−1, −0.9, . . . , −0.1, −0.09, . . . , −0.01, . . . , −0.001, . . . ,
−0.0001}, k ∈ {2, 4, 6, 8, 10, 20, 30, 50}, and α ∈ {0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5}
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Table 6.7: Retrieval effectiveness for TREC-7 and TREC-8, comparing the use of differ-
ent document priors. We report on significant differences with respect to DB0-D.

query subset

temporal-t

recent-1 TREC-7 TREC-8 recent-2 all queries

Model MAP P@10 MAP P@10 MAP P@10 MAP P@10 MAP P@10

RM-D .2105 .3875 .1580O .4200 .1854 .3700 .2193O .3375 .2158H.36900
DB0-D .2280 .4042 .1696 .4360 .1939 .3833 .2430 .3750 .2381 .3840
DB1-D .2102 .4083 .1567O .4240 .1858 .3600 .2182 .3375 .2165H .3700
DB2-D .2280 .4042 .1696 .4360 .1939 .3833 .2430 .3750 .2381 .3840
DB3-D .2275 .3958 .1686 .4320 .1919 .3767 .2419 .3750 .2333 .3800
DB4-D .2275 .3958 .1690 .4320 .1920 .3767 .2430 .3750 .2358 .3830
DB5-D .2275 .3958 .1685 .4320 .1922 .3800 .2419 .3750 .2354 .3840
DB6-D .2274 .3958 .1690 .4320 .1921 .3800 .2419 .3750 .2359 .3840

Table 6.8: Retrieval effectiveness for TREC-2, comparing the use of different document
priors. We report on significant differences with respect to DB0-D.

query set

recent-2 non-recent-2 all queries

Model MAP P@10 MAP P@10 MAP P@10

RM-D .2522 .4100 .1679O .3312 .1848 .3470
DB0-D .2488 .3950 .1775 .3425 .1917 .3530
DB1-D .2534 .4050 .1725 .3387 .1887 .3520
DB2-D .2472 .4000 .1789 .3425 .1926 .3540
DB3-D .2491 .3950 .1777 .3437 .1920 .3540
DB4-D .2463 .4000 .1788 .3438 .1923 .3550
DB5-D .2488 .3950 .1777 .3412 .1919 .3520
DB6-D .2472 .4000 .1789 .3425 .1926 .3540
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6. Using Temporal Bursts for Query Modeling

Table 6.9: Retrieval effectiveness for TREC-Blog06, 2006–2008, comparing the use of
different document priors. We report on significant differences with respect to DB0-D.
We add shading to improve readability.

query set

temporal-b non-temporal-b all queries

Model training MAP P@10 MAP P@10 MAP P@10

RM-D .3965 .7041 .3627 .6184 .3793 .6607
DB0-D .3923 .6973 .3746 .6539 .3833 .6753
DB1-D .4040M .6811 .3838 .6566 .3938M .6687

Y .3928 .7068 .3734 .6513 .3829 .6787
DB2-D LY .3905 .6932 .3722 .6408 .3812 .6667

L .3905 .6932 .3722 .6408 .3812 .6667
Y .3930 .7014 .3739 .6513 .3834 .6760

DB3-D LY .3901 .6851 .3728 .6434 .3813 .6640
L .3898 .6838 .3727 .6421 .3812 .6627

DB4-D .3928 .7068 .3734 .6513 .3829 .6787
Y .3930 .7000 .3740 .6513 .3833 .6753

DB5-D LY .3901 .6838 .3727 .6434 .3813 .6633
L .3897 .6838 .3727 .6421 .3811 .6627
Y .3926 .7054 .3737 .6500 .3830 .6773

DB6-D LY .3901 .6892 .3721 .6395 .3810 .6640
L .3903 .6905 .3722 .6382 .3811 .6640

there is no query expansion based on DB1, as there are no documents in peaks of bursts.
Consider, for example, query 430 in TREC-{7,8}, with a big difference in average pre-
cision (AP) between DB0 and DB1. The expansion did not help but caused topic drift
to the more general topic about bees. For query 173 in TREC-2 DB0 performs better
than DB1. DB0 introduces more terms equivalent to smoking and ban. In this instance,
DB2 improves the query even more by adding the term domestic (and down weighting
terms that may cause topic drift). Figures 6.5a and 6.5b show the per topic analysis on
TREC-2 and TREC-{7,8}. The figures show that for queries of TREC-2 (TREC-{7,8}),
when DB0 performs better than DB1, 20.6% (20.4%) of the queries are expanded. For
queries where DB1 is better than DB0, 24.4% (32.6%) are expanded.

In general, non-significant changes for TREC-2 are not surprising, because it is an
entirely different dataset, but we used parameters trained on the query set for TREC-6
and a different corpus. The difference is explained in Table 6.11. We show that it has few
(about 3), narrow (about 5 bins) bursts, with relatively many documents in a burst. This
dataset is thus more temporal and needs less selection in the relevance modeling.

Table 6.9 compares the results using DB3–6 with RM and DB0 for TREC-Blog06.
On this blog dataset, we observe the exact opposite to the previously used news data:
DB1 is the only prior which performs weakly significantly better than DB0 and the RM.
The natural question is why using DB1 performs so much better on blogs than on news.
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Figure 6.5: Per topic comparision of AP for DB0-D and DB1-D. Queries that were ex-
panded using DB0-D are in blue, queries that remained unexpanded are pink. The x-axis
indicates each topic sorted by decreasing difference in AP. A positive difference indicates
that DB1-D outperforms DB0-D; a negative difference indicates the opposite.
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6. Using Temporal Bursts for Query Modeling

As we explain below, bursts in the temporal distribution of TREC-Blog06 queries are
noisier and documents in the peaks are more suitable for query modeling.

In the following we explain why some collections perform better using different ap-
proximations to document priors. Table 6.11 shows temporal characteristics, number and
size of bursts and peaks, of the different query sets. In general, there are not many docu-
ments from the top-N̂ (D̂) in a peak, namely between 0.26 and 0.6 documents. However,
we also see that about half of those documents in a peak are relevant for the news datasets
and that still a lot of documents in the bursts are relevant as well. The picture is slightly
different for the TREC-Blog06 collection: while there are more documents in the peak,
only 10–20% of the documents in the peak are relevant. As relevance modeling seems to
have harmed on non-temporal topics in general (see Table 6.6), using only those highly
specific documents (or none at all) does not cause a problematic topic drift. For example
query 1045, women numb3rs.8 Here, the drift caused by DB0 is to one specific woman
(Amita) who is the leading actress in the series. DB1 only expands with terms from
one burst and focusses on more general terms. The topic drift is now towards generally
cute women on numb3rs. Careful expansion is the key: Looking at the topic analysis in
Figure 6.5c, for queries where DB0 performs better than DB1 in terms of MAP, 33.3% of
the queries are expanded, whereas for queries where DB1 is better, 32.2% are expanded.

For the continuous approaches to estimating the probability of a document being
generated by a burst (DB1–DB3) there is not much difference between using them in
terms of performance, as can be seen in Table 6.7–6.9. For TREC-7,8 and TREC-2 we
observe that the difference is usually on one or two queries only. For all three approaches
we see a tendency to have better results for the adaptive continuous prior.

In general, we can see a different temporality of the datasets in Table 6.11. The
lifespan of a burst for blogs is usually four to five days, while the lifespan of a burst
in TREC-{6,7,8} and TREC-2 is around ten months and five months respectively. This
makes sense, events for the news are much longer and stretch over different months.

To conclude, it depends on the dataset if we should use DB0, DB1, or DB2: on the
blog dataset, which has narrow and noisy bursts, DB1 is a useful model, whereas for the
news datasets, DB0 and DB2 are a better choice.

6.3.3 Parameter Optimisation

Temporal query models depend on three parameters: the number of documents for burst
identification (N ), the number of documents for query expansion (N̂ ), and the number
of expansion terms to return per burst (M ). Additionally, the temporal distribution can
be created using the raw counts of documents in a bin (Eq. 6.3) or the retrieval score
(Eq. 6.2).

RQ3.4 Does the number of pseudo-relevant documents (N ) for burst detection matter
and how many documents (N̂ ) should be considered for sampling terms? How
many terms (M ) should each burst contribute?

Given that we only have a training set for the news data, we analyse the questions on
TREC-6. Based on the training data we analysed

8Numb3rs was an American crime drama television series that ran in the US between 2005 and 2010.
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6.3. Results and Discussion

Table 6.10: Expansion terms for example queries and models with a strong difference in
performance (MAP) for DB0–DB2. Query is in 173 in TREC-2, 430 in TREC-{7,8} and
430, 914, and 1045 are in TREC-Blogs06.

model id query expansion terms

DB0 430 killer bee attacks pearson, developed, quarantine, africanized,
honey, perhaps, bees, laboratory, mating, queens

DB1 430 killer bee attacks –
DB0 173 smoking bans figueroa, tobacco, airways, ordinance, oste, leg-

islation, public, flights, smokers, years, its, areas
DB1 173 smoking bans figueroa, ordinance, public, smoking, restau-

rants
DB2 173 smoking bans figueroa, tobacco, airways, ordinance, oste, leg-

islation, public, flights, smokers, years, its, ar-
eas, domestic

DB1 914 northernvoice last, nothern, year, voice, email
DB2 914 northernvoice february, 10th last, norther, clarke, scoble, jpc,

session, year, jacon, voice, email, pirillo
DB2 1045 numb3rs women love, utc, channel, charlie, tonight, amita, link,

cute, im, epic, really
DB1 1045 numb3rs women utc, tonight, cute, epic, link

• the influence of the number of documents selected for burst identification (N ),

• the number of documents to estimate the distribution of bursts (N̂ ), and

• the number of terms sampled per burst (M ).

Having two free parameters (N̂ and N ) to estimate the two pseudo-relevant result lists
leads to the obvious question if either they are related or one of them is not important. In
particular, using the two approaches for estimating the underlying temporal distribution
(based on counts (Eq. 6.3) and based on the normalized retrieval score of documents (Eq.
6.2)) we would like to know if there is a difference for the parameter selection that leads
to more stable but still effective results.

For both approaches—using the counts and the retrieval score—we expect to see a
decrease in precision for high values of N̂ , since the lower the rank of documents, the
less likely they are to be relevant. Using Eq. 6.3, documents with lower ranks may form
spurious bursts and we expect the precision to drop for highN . As for Eq. 6.2 documents
with a low score have much less influence; we expect the precision to be harmed much
less for high N . The MAP score should increase for higher N̂ for both approaches, but
decrease for lower values of N : for very low values of N we have a lot of “bursts”
containing two or three documents.

We generated heatmaps for different parameter combinations. By way of example
we include a comparison of how the MAP score develops with respect to different values
of N and NB in Figure 6.6. Other visualizations of the number of bursts, P@10, and the
number of bursts with one document are available in Appendix 6.A, Figure 6.9. Based
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6. Using Temporal Bursts for Query Modeling

Table 6.11: Temporal characteristics of query sets: the average number of documents
in a peak and burst, the percentage of relevant documents that were published within a
peaking (2 std) or lightly peaking (1 std) time bin, the average size of the burst and the
average number of bins in a burst, which is roughly the width of the burst.

Dataset # documents # documents in % rel in % rel |B| avg. # bins
in peak in burst 1std 2std in B

(% relevant) (% relevant)

TREC-2 0.45 (37.7) 2.91 (41.0) 45.3 36.9 2.98 5.23
TREC-6 0.29 (48.3) 3.43 (39.6) 23.9 22.6 6.12 10.02
TREC-7, TREC-8 0.26 (61.5) 3.50 (47.4) 34.5 30.8 6.67 10.6
TREC-Blog 2006 0.34 (23.5) 3.10 (23.2) 51.3 29.7 6.20 4.48
TREC-Blog 2007 0.46 (13.0) 3.12 (21.8) 49.1 27.8 5.94 4.25
TREC-Blog 2008 0.60 (13.3) 3.20 (16.3) 48.2 28.7 6.82 4.84

Table 6.12: The example queries from Table 6.10 and Section 6.3.1 with their information
needs and Vendler class.

id query class information need

430 killer bee attacks achievement Identify instances of attacks on
humans by Africanized (killer) bees.

173 smoking bans actions Document will provide data on smoking
bans initiated worldwide in the public
and private sector workplace, on various
modes of public transportation, and in
commercial advertising.

914 northernvoice actions Opinions about the Canadian blogging
conference “NorthernVoice.”

1045 numb3rs women actions Opinions about the TV show Numb3rs
with regard to women.

417 creativity states Find ways of measuring creativity
410 Shengen agreement accomplishments Who is involved in the Schengen

agreement to eliminate border controls
in Western Europe and what do they
hope to accomplish?

408 tropical storms achievement What tropical storms (hurricanes
and typhoons) have caused significant
property damage and loss of life?

413 deregulation, gas, electric actions What has been the experience of
residential utility customers following
deregulation of gas and electric?
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Figure 6.6: Changes in MAP score for varying values for the number of documents
used to estimate the temporal distribution (N ) and the number documents used for query
modeling (N̂ ), based on DB0-D.

on a number of these visualizations, we come to the following conclusions. For Eq. 6.3,
with an increasing value N the P@10 and MAP scores decrease. With 3 < N̂ < 8 and
100 < N < 250, the performance is relatively stable. In this area of the parameter space,
most detected bursts do not contain any documents that are in the top-N̂ and vice versa,
not every top-N̂ document is part of a burst. With a value of N̂ < 10, leaving out one or
two documents already has quite an influence on the term selection.

For Eq. 6.2 and a fixed N̂ with 3 < N̂ < 10, the MAP score does not change much
with an increasing N , as long as N > 100, which seems to be the smallest number of
documents required to effectively perform burst detection. The major difference between
using Eq. 6.3 and Eq. 6.2 is that as long as there are more than 100 documents used for
burst detection, using Eq. 6.2 does not depend on an optimization of N , while Eq. 6.3
does. For Eq. 6.2 using a high value of N , burst detection works well enough that the
model with a low N̂ can select the useful bursts. For both approaches, while the number
of detected bursts is more than five, the selected documents are actually only in one or
two bursts.

Figure 6.7 shows how the number of expansion terms M affects the MAP score for
either using a temporal distribution based on scores or on counts. We see that using
the retrieval scores, the graph stabilizes from around 170 documents onwards, whereas
using the counts to estimate the temporal distribution is less stable over the entire graph.
Hence, it seems advisable to use Eq. 6.2 to estimate the temporal distribution.

Figure 6.8 shows that for different values of M , the MAP score first increases and
then stabilizes; while there is a steep increase for low values of M , the MAP score
converges quickly. With increasing values ofM , retrieval takes more time. It is therefore
advisable to choose a low value of M . We chose M = 5.

To summarize, the combination of low values of N̂ and the restriction to documents
in bursts helps to select appropriate terms for query modeling. Unlike using raw counts,
when we the retrieval score it does not matter how many documents (N ) we use for burst
estimation, as long as N is big enough. Finally, the effectiveness of our approach is
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Figure 6.7: The development of the MAP score basing the temporal distribution on
counts and on retrieval score, with N and N̂ being the same and in [0, 1000].

Figure 6.8: The development of the MAP score over increasing values of M , the number
if terms added per burst, over different splits of the training set TREC-6.
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Table 6.13: Retrieval effectiveness for TREC-Blog06, 2006–2008, comparing ap-
proaches to burst normalisation (P (B | B)). None of the observed differences are statis-
tically significant (p < 0.01).

query set

temporal-b non-temporal-b all queries

Model MAP P@10 MAP P@10 MAP P@10

RM-D .3965 .7041 .3627 .6184 .3793 .6607
DB0-D .3923 .6973 .3746 .6539 .3833 .6753
DB0-D-C .3923 .6973 .3746 .6539 .3833 .6753
DB0-D-S .3923 .6973 .3746 .6539 .3833 .6753

stable with respect to the number of terms we sample.

6.3.4 Burst Quality

Social media data is user-generated, unedited, and possibly noisy. Weerkamp and de Rij-
ke [265] show that the use of quality indicators improves retrieval effectiveness. We
discuss the following question:

RQ3.5 Is the retrieval effectiveness dependent on query-independent factors, such as
quality of a document contained in the burst or size of a burst?

We analyse whether some bursts are of bad quality and therefore not useful for query
expansion, by comparing the basic temporal query model DB0 with its credibility expan-
sion (see Eq. 6.15). Additionally, a bigger burst may indicate that it is more important.
To address this intuition we compare the basic temporal query model DB0 with using a
size normalization (see Eq. 6.16).

Table 6.13 shows the results for normalizing bursts on TREC-Blog06: DB0-D-C de-
notes using DB0-D with credibility normalisation (see Eq. 6.15) and DB0-D-S denotes
using DB0-D using size normalisation (see Eq. 6.16). We see that there is no differ-
ence at all between normalizing or not. If we look at the differences in credibility of
the documents, there are hardly any differences in the values. This is surprising be-
cause Weerkamp and de Rijke [265] reported strong improvements using such document
priors—however, unlike us they used the earlier datasets without prior spam detection.
Additionally, as we explained earlier in Section 6.3.3: the documents we use for query
modeling are already based on one or two bursts. Burst normalization only impacts query
term weights if there are more than two bursts. Additionally, for queries where the initial
result set has more than one burst, the credibility and size differences are very small and
result in a low difference in the final query term weights.

Using more documents for query estimation leads to a bigger difference for the gener-
ation of terms, because documents from other, spurious, bursts are also selected. For the
parameter value N̂ = 100 we have more bursts. Here, we can observe differences in the
query terms generated by DB0-D-C and DB0-D-S: the query terms only have an overlap
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of 85%. For a very noisy pre-selection of bursts, the size and credibility normalization
does have an impact.

We conclude that as there are only few bursts to begin with, using normalization for
bursts does not have an influence on the retrieval results.

6.4 Conclusion

We proposed a retrieval scoring method that combines the textual and the temporal part of
a query. In particular, we explored a query modeling approach where terms are sampled
from bursts in temporal distributions of documents sets. We proposed and evaluated
different approximations for bursts—both continuous and discrete. Over query sets that
consist of both temporal and non-temporal queries, most of the burst-based query models
are able to arrive at an effective selection of documents for query modeling. Concerning
the different approaches to approximating bursts, we found the effectiveness of the burst
priors to be dependent on the dataset. For example, the TREC-Blog06 dataset has narrow,
noisy bursts. For this dataset, using documents from the peaks of bursts yields higher
MAP scores than using documents from the entire burst. In particular, we found that if
there is training data, using discrete burst priors performs best. Without training data, a
query-dependent variable temporal decay prior provides reliably better performance.

We found that the effectiveness of temporal query modeling based on burst detection
depends on the number of documents used to estimate descriptive terms. Using less
documents to model descriptive terms of a burst than for burst detection, this preselection
selects very few bursts (between one and two) and causes the burst normalization to have
no influence on the results.

The shortcomings of the approaches with a fixed discrete and continuous decay are
the frequently missing training data and the query-independent estimation of parameter.
Future work should focus on query-dependent estimation of parameters.

A benefit of the approaches is the efficient estimation of the bursts that does not
add much more complexity to relevance modeling. We also provide variable and fixed
parameters, thus a flexible option for situations with and without training sets.

Future work focuses on estimating temporal distributions based on external corpora,
but base the query modeling on the original corpus. This should help especially for the
noisy blog domain. Furthermore, temporal queries with an event-type information need
are useful for, e.g., historians. An important future direction is therefore the incorporation
and testing of temporal search in digital humanities applications. We propose a user
edited query modeling with visual feedback based on bursts. Instead of listing potential
terms for query expansion, the interface would show a temporal distribution of the top-
100 documents. It would exhibit burst detection, where every burst has a list of key terms
associated. The terms in the bursts can be selected and used for query expansion. This
allows experts in digital humanities to select terms related to specific time periods and
queries.
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Figure 6.9: Changes of the (a) precision at 10, (b) number of bursts, (c) number of bursts which
contain ≤ 1 document that is in NB . The changes are for varying values for the number of doc-
uments used to estimate the temporal distribution (N ) and the number documents used for query
modeling (NB), based on DB0-D. Figures on the left and right are based on temporal distributions
using the retrieval score and counts, respectively.
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6.B Vendler Classes of the Queries

The classes are based on the verb classes introduced by Vendler [257].

TREC-2

• State: 101, 102, 103, 106, 107, 109, 112, 113, 116, 117, 118, 120, 124, 126, 132,
133, 134, 135, 143, 147, 151, 153, 157, 158, 160, 161, 163, 166, 169, 171, 177,
179, 184, 185, 186, 189, 193, 194

• Action: 104, 108, 115, 119, 123, 125, 136, 138, 139, 150, 152, 164, 165, 168, 173,
176

• Achievement: 105, 114, 121, 122, 128, 130, 137, 141, 142, 145, 146, 155, 156,
159, 162, 167, 170, 172, 174, 180, 182, 183, 187, 188, 191, 192, 196, 197, 198

• Accomplishment: 110, 111, 127, 129, 131, 140, 144, 148, 149, 154, 175, 178, 181,
190, 195, 199, 200

TREC-6

• State: 302, 304, 305, 307, 308, 310, 313, 315, 316, 318, 320, 321, 333, 334, 335,
338, 339, 341, 344, 346, 348, 349, 350

• Actions: 301, 312, 314, 319, 324, 325, 327, 330, 331, 340, 345, 347

• Achievement: 303, 306, 309, 317, 329, 332, 337

• Accomplishments: 311, 322, 323, 326, 328, 336, 342, 343

TREC-{7, 8}
• State: 356, 359, 360, 361, 366, 368, 369, 370, 371, 372, 373, 377, 378, 379, 380,

383, 385, 387, 391, 392, 396, 401, 403, 413, 414, 415, 416, 417, 419, 420, 421,
423, 426, 427, 428, 432, 433, 434, 438, 441, 443, 444, 445, 446, 449

• Actions: 351, 353, 357, 381, 382, 386, 388, 394, 399, 400, 402, 406, 407, 409,
411, 412, 418, 435, 437, 440, 448, 450

• Achievement: 352, 355, 365, 376, 384, 390, 395, 398, 410, 425, 442

• Accomplishments: 354, 358, 362, 363, 364, 367, 374, 375, 389, 393, 397, 404,
405, 408, 422, 424, 429, 430, 431, 436, 439, 447
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Blog06
• State: 851, 854, 855, 862, 863, 866, 872, 873, 877, 879, 880, 882, 883, 885, 888,

889, 891, 893, 894, 896, 897, 898, 899, 900, 901, 902, 903, 904, 908, 909, 910,
911, 912, 915, 916, 917, 918, 919, 920, 924, 926, 929, 930, 931, 934, 935, 937,
939, 940, 941, 944, 945, 946, 947, 948, 949, 950, 1002, 1003, 1004, 1005, 1006,
1007, 1008, 1009, 1010, 1011, 1012, 1014, 1016, 1017, 1019, 1020, 1022, 1023,
1024, 1025, 1026, 1029, 1030, 1031, 1032, 1033, 1034, 1035, 1038, 1039, 1040,
1041, 1043, 1044, 1046, 1047, 1049, 1050

• Action: 852, 853, 857, 858, 859, 860, 861, 864, 868, 869, 870, 871, 874, 875, 876,
881, 884, 886, 887, 890, 892, 895, 905, 906, 907, 913, 914, 921, 922, 925, 927,
928, 933, 936, 938, 942, 1001, 1018, 1021, 1036, 1037, 1045, 1048

• Accomplishments: 865, 878, 932, 943, 1013, 1015, 1027

• Achievement: 856, 867, 923, 1028, 1042
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7
Cognitive Temporal Document Priors

Every moment of our life we retrieve information from our brain: we remember. We
remember items to a certain degree, for a mentally healthy human being retrieving very
recent memories is virtually effortless, while retrieving non-salient1 memories from the
past is more difficult [159]. Early research in psychology was interested in the rate at
which people forget single items, such as numbers. Recently however, in psychology, re-
searchers have become interested in how people retrieve events. Hertwig et al. [102] let
users remember entities such as cities, names, and companies; entities are better remem-
bered if they recently appeared in a major newspaper, and propose models of how people
retrieve terms based on their findings. Similarly, Chessa and Murre [51, 52] record events
and hits of web pages related to the event and fit models of how people remember, the
so-called retention function. For online reputation analysis this is interesting: old events
have less potential to impact the current reputation of a company. Since not all data can
be manually annotated feasibly, more recent data should be favoured.

Modeling the retention of memory has a long history in psychology, resulting in a
range of proposed retention functions. In information retrieval (IR), the relevance of a
document depends on many factors. If we request recent documents, then how much we
remember is bound to have an influence on the relevance of documents. Can we use the
psychologists’ models of the retention of memory as (temporal) document priors? Previ-
ous work in temporal IR has incorporated priors based on the exponential function into
the ranking function [74, 75, 144, 157]—this happens to be one of the earliest functions
used to model the retention of memory. But, many other such functions have been con-
sidered by psychologists to model the retention of memory—what about the potential of
other retention functions as temporal document priors?

Inspired by the cognitive psychology literature on human memory and on retention
functions in particular, we consider 7 temporal document priors. We propose a frame-
work for assessing them, building on four key notions: performance, parameter sensi-
tivity, efficiency, and cognitive plausibility, and then use this framework to assess those
7 document priors. For our experimental evaluation we make use of two (temporal) test
collections: newspapers and microblogs. In particular, we answer the following ques-
tions

RQ4.1 Does a prior based on exponential decay outperform other priors using cognitive
1Salient memories are very emotional memories and traumatic experiences; human retrieval of such mem-

ories is markedly different from factual memories [199].

125



7. Cognitive Temporal Document Priors

retention functions with respect to effectiveness?

RQ4.2 In how far do the proposed recency priors meet requirements, such as efficiency,
performance, and plausibility?

We show that on several datasets, with different retrieval models, the exponential function
as a document prior should not be the first choice. Overall, other functions, like the
Weibull function, score better within our proposed framework for assessing temporal
priors. The chapter is structured as follows. In Section 7.1 we give related work for
models for cognitive information retention. Section 7.2 introduces the baselines and
functions underlying the recency priors. The experiments are laid out in Section 7.3.2.
Section 7.4 analyses the results and Section 7.5 concludes.

7.1 Memory Models

Modeling the retention of memory has been a long studied area of interest in cognitive
psychology. Ebbinghaus [71] hypothesizes that retention decays exponentially and sup-
ports his hypothesis with a self-experiment. Schooler and Anderson [219] propose aMODELING RETENTION FOR NEWS EVENTS 801

cheating. For both formats, the retention curves of the
fast and slow answers were virtually on top of each other.

Discussion
Fits with the two model families were mostly in agree-

ment. Both the Weibull and MCM frameworks suggested
that recall and recognition have the same decline func-
tion, with the caveat that general knowledge aids recog-
nition, so that the likelihood of guessing the right answer
was higher than mere chance. In support of this conclu-
sion, it was found that the groups that started out at a
higher level of performance (consumers of the news and
older adults) had a higher guessing parameter than did
those who started out at a lower level of performance
(participants who read fewer newspapers and college-
age adults). In both of these comparisons, equivalent de-

cline parameters were found for the two performance
groups, supporting the conclusion that forgetting can be
dissociated from the initial level of learning/performance.

Moreover, both models suggested that there was no as-
ymptote in retention, or at least not in the recall question
format. The guessing likelihood parameter introduced in
both models may have functioned as an asymptote for
the 4AFC format. Since the form of retention was the
same for the recall and 4AFC formats, however, it is un-
likely that this parameter can be interpreted as an as-
ymptote only to be found for recognition.

In one instance, the two model frameworks did not
lead to the same conclusion—namely, on the question of
the initial level of performance. The MCM has as a char-
acteristic that retrieval is probabilistic, leading to subop-
timal performance at lag 0 even when an item has been
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Figure 4. Open (A) and 4AFC (B) retention curves for the Dutch sam-
ple (Experiment 1). Plotted separately are those participants who read
many newspapers (at least 6 a week) and those who read few newspapers
(0–2 per week).

Figure 7.1: Retention curves for participants in a study on how they remembered news
and fitted retention functions. Plotted separately are participants who read many newspa-
pers (at least 6 a week) and those who read few newspapers (0–2 per week). Taken from
Meeter et al. [159].

power law model for retention and learning and Rubin et al. [210] fit a power function
to 100 participants. Wickens [271] analyses probability distributions for their suitabil-
ity as retention models. Heathcote et al. [101] show that the exponential functions fit
much better. Finally, Meeter et al. [159] perform a study with 14,000 participants and
compare state-of-the-art memory models and how they fit the retention data. Over the
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course of two years, participants were asked questions of the day’s news and news in the
past. Figure 7.1 shows how much people could remember over time. Chessa and Murre
[52] use large-scale experiments to show that the Weibull function is a much better model
and the power law can merely be an approximation. To model interest, Chessa and Murre
[51, 52] record events and hits of web pages related to the event; interest decays similarly
to memory. While this line of work mainly describes the outcome and the distributions
of much we remember and forget, it is still open if we actually forget. Apart from pure
failure in storing, decay theory [28] hypothesizes that memory fades away over time,
while interference theory assumes that memory items compete and even though we store
all items, we can only retrieve the new material [241]. In cognitive psychology we speak
of memory retention models, while we speak of memory retention functions.

7.2 Methods

We introduce basic notation and well-known retrieval models into which the temporal
document priors that we consider are to be integrated. We then describe several retention
functions serving as temporal document priors.

We say that documentD in document collectionD has time time(D) and text text(D).
Similarly, a query q has time time(q) and text text(q). We write δg(q,D) as the time dif-
ference between time(q) and time(D) with the granularity g. E.g., if time(q′) = 20th
July, 2012 and time(D′) = 20th June, 2012, then the time difference between q′ and D′

is δday(q
′, D′) = 30, δmonth(q

′, D′) = 1, and δyear(q
′, D′) = 0.083 for a granularity of a

day, month, and year, respectively.

7.2.1 Baselines

In order to keep our experiments comparable with previous work, we use the query like-
lihood model (see Section 2.3), both as baseline and as retrieval algorithm for an initially
retrieved set of documents. For smoothing we use Dirichlet smoothing (see Eq. 2.2).
A variant to this baseline for recency queries has been proposed by Li and Croft [144]
(see Section 2.6). Rather than having a uniform document prior P (D), they use an ex-
ponential distribution as an approximation for the prior (see Eq. 7.4). We use different
functions to approximate the prior.

(Temporal) Query modeling

Massoudi et al. [157] introduce a query modeling approach that aims to capture the dy-
namics of topics in Twitter. This model takes into account the dynamic nature of mi-
croblogging platforms: while a topic evolves, the language usage around it is expected
to evolve as well. The fundamental idea is that the terms in documents closer to query
submission are more likely to be a description of the query. To construct a new query
model, we rank terms according to their temporal and topical relevance and select the top
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k terms. Specifically,

score(w, q) = (7.1)

log

( |Dtime(q)|
|{D : w ∈ D,D ∈ Dtime(q)}|

)
·

∑
{D∈Dtime(q):wq∈text(q) and w,wq∈text(D)}

f(D, q, g),

where f(D, q, g) is a retention function (introduced below) andDtime(q) is the set of docu-
ments published before the time of query q. The original experiments were done using an
exponential function (see Eq. 7.4). Standard query modeling uses a prior f(D, q, g) = 1.
We refer to this as query modeling. We propose to use different priors as introduced in
Section 7.2.2.

The set Wq consists of the top k terms w for query q, sorted by score(w, q). The
probability of term t given query q is:

P (w | q) =


score(w, q)∑

w′∈W score(w′, q)
if w ∈W,

0 otherwise.
(7.2)

We then use Kullback-Leibler (KL) divergence [155] to estimate the retrieval score of a
document D for a query q:

Score(q,D) = −∑w∈V P (w | q) logP (w | D), (7.3)

where V is the vocabulary, i.e., the set of all terms that occur in the collection and P (w |
D) is the generative probability for a term as specified in Eq. 2.1.

7.2.2 Retention Functions
The main underlying assumption in this chapter is that in the setting of news and social
media people search for something they could potentially remember. Something that is
not too far away in the past. Daily news in old egypt are probably not as interesting as
the news yesterday. Social chatter from last week is less interesting as social chatter from
today. We assume that the prior for a time bin with respect to a the query time will be
the rate at which people will probably have forgotten about the content. We will base our
approach on the models found in the large-scale experiments by Chessa and Murre [52].
In the following we introduce a series of retention functions based on the models. The
memory chain models (Eq. 7.4 and 7.5) build on the assumptions that there are different
memories. The memory model introduced in Eq. 7.4 is equivalent to the exponential
prior used in the IR literature. The Weibull functions (Eq. 7.6 and 7.7) are of interest to
psychologists because they fit human retention behavior well. In contrast, the retention
functions linear and hyperbolic (Eq. 7.9 and 7.10) have little cognitive background.

Memory chain model

The memory chain model [51] assumes a multi-store system of different levels of mem-
ory. An item is stored in one memory with the probability of µ,

fMCM-1(D, q, g) = µe−aδg(q,D). (7.4)
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The parameter a indicates how items are being forgotten. The function fMCM-1(D, q, g)
is equivalent to the exponential decay in Li and Croft [144] when the two parameters (µ
and a) are equal. In fact, as µ is document independent it does not change the absolute
difference between document priors when used for query likelihood and fMCM-1(D, q, g)
is essentially equal to the exponential function used in Li and Croft [144].

In the two-store system, an item is first remembered in short term memory with a
strong memory decay, and later copied to long term memory. The item stays in two
different memories. Each memory has a different decay parameter, so the item decays in
both memories, at different rates. The overall retention function is

fMCM-2(D, q, g) = 1−e
−µ1

(
e−a1δg(q,D)+

µ2

a2 − a1
(e−a2δg(q,D) − e−a1δg(q,D))

)
, (7.5)

where an overall exponential memory decay is assumed. The parameter µ1 and µ2 are
the likelihood that the items are initially saved in short and long term memory, whereas
a1 and a2 indicate the forgetting of the items. Again, t is the time bin.

Weibull function

Wickens [271] discusses different potential memory modeling functions. The prefered
function is the Weibull function

fbasic Weibull(D, q, g) =

e−aδg(D, q)d

d , (7.6)

and its extension

fextended Weibull(D, q, g) = b+ (1− b)µe

−aδg(D, q)
d

d
. (7.7)

The parameters a and d indicate how long the item is being remembered: a indicates the
overall volume of what can potentially be remembered whereas d determines the steep-
ness of the forgetting function. The parameter µ determines the likelihood of initially
storying an item, and b denotes an asymptote parameter.

Amended power function

The amended power function has also been considered as a rentention function [210].
The power function is ill-behaved between 0 and 1 and usual approximations start at 1.
The amended power function is

fpower(D, q, g) = b+ (1− b)µ(δg(D, q) + 1)a, (7.8)

where a, b, and µ are the speed of decay, an asymptote parameter, and the initial learning
performance.
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Linear function

A very intuitive baseline is given by the linear function,

flin(D, q, g) =
−(a · δg(q,D) + b)

b
, (7.9)

where a is the gradient and b is δg(q, argmaxD′∈D δg(q,D
′)). Its range is between 0 and

1 for all documents in D.

Hyperbolic function

The hyperbolic discounting function [2] has been used to model how humans value re-
wards: the later the reward the less they consider the reward worth. Here,

fhyp(D, q, g) =
1

−(1 + k · δg(q,D))
, (7.10)

where k is the discounting factor.

7.3 Experimental Setup

Further, we detail a framework of requirements for priors in Section 7.3.1 and then pro-
ceed with a description of our experiments (see Section 7.3.2).

7.3.1 A Framework for Assessing Temporal Document Priors

We propose a set of four main criteria for assessing temporal document priors. Below,
we evaluate how the priors follow several requirements. The most natural approach to
evaluating new document priors is performance. Parameter sensitivity is an important
criteria to avoid fluctuating performances. A further computational requirement is effi-
ciency. Finally, we also propose cognitive plausibility as a criterion.

Performance

A document prior should improve the performance on a set of test queries for a collection
of time-aware documents. A well-performing document prior improves on the standard
evaluation measures across different collections and across different query sets. We use
the number of improved queries as well as the stability of effectiveness with respect to
different evaluation measures as an assessment for performance, where stability means
that improved or non-decreasing performance over several test collections.

Sensitivity of parameters

A well-performing document prior is not overly sensitive with respect to parameter se-
lection: the best parameter values for a prior are in a region of the parameter space and
not a single value.
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Table 7.1: Abbreviations of methods and their description.

Run id Description

D Query likelihood + smoothing
QM Query modeling [157]
MCM-1 one store memory chain (Eq. 7.4)
MCM-2 two store memory chain (Eq. 7.5)
BW basic Weibull (Eq. 7.6)
EW extended Weibull (Eq. 7.7)
AP amended power (Eq. 7.8)
L linear (Eq. 7.9)
HD hyperbolic discounting (Eq. 7.10)

Efficiency

Query runtime efficiency is of little importance when it comes to distinguishing between
document priors: if the parameters are known, all document priors boil down to simple
look ups. We use the number of parameters as a way of assessing the efficiency of a
prior.

Cognitive plausibility

We define the cognitive plausibility of a document prior (derived from a retention func-
tion) as how well the underlying retention function fitted in large scale human experi-
ments [159]. This conveys an experimental, but objective, view on cognitive plausibility.
We also use a more subjective definition of plausibility in terms of neurobiological back-
ground and how far the retention function has a biological explanation.

7.3.2 Experiments

In our experiments we seek to understand in how far the recency priors introduced in Sec-
tion 7.2 meet the requirements mentioned above. Since the exponential decay is the most
commonly used decay function, we want to understand if it is also the most effective. For
our experiments to answer the questions we use three collections: the news collections
TREC-2 and TREC-{6,7,8} (see Section 3.1), and Tweets2011, a collection of tweets
(see Section 3.3). We use all topics, but also focus on the subset recent-2 for TREC-2 and
TREC-{6,7,8}. To ensure comparability with previous work, we use different models for
the different datasets. On the news dataset, we analyse the effect of different temporal
priors on the performance of the baseline, query likelihood with Dirichlet smoothing (D).
We optimize the parameters for the different priors on TREC-6 using grid search. On the
Tweets2011 dataset, we analyse the effect of different temporal priors incorporated in the
query modeling (QM). We do not have a training set and we evaluate using leave-one-out
cross-validation. Table 7.1 lists the models whose effectiveness we examine below.

We optimize parameters with respect to mean average precision (MAP). MAP, preci-
sion at 10 (P@10), R-precision (Rprec) and mean reciprocal rank (MRR) are the quan-
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Table 7.2: Parameter values for document priors based on retention functions, as fitted on
the news training data and as fitted on human data (last column). For cells marked with
*, the function was fitted to data with a granularity of milliseconds, otherwise months.

function para-
meter

TREC-6 Tweets2011 reported values
optimized optimized

MCM-1 (Eq. 7.4) r 0.0013 0.2 0.00142∗ [210]
µ 1 0.9 3800∗ [210]

MCM-2 (Eq. 7.5)
µ1 0.7 0.3 0.49–1.29 [159]
a1 0.007 0.004 0.018–0.032 [159]
µ2 0.6 0.7 0.01–0.018 [159]
a2 0.4 0.4 0–0.0010

basic Weibull
(Eq. 7.6)

a 0.00301 0.3–0.9 –
d 0.087 0.4 –

extended Weibull
(Eq. 7.7)

a 0.009 0.1 0.0017–0.0018 [159]
d 0.7 0.02–0.04 0.087–0.2 [159]
b 0.1 0.1 0–0.25 [159]
µ 0.7 0.7 1 [159]

amended power
(Eq. 7.8)

a 0.03 0.9 840.56∗ [210]
b 0.01 0.02 0.33922∗[210]
µ 0.6 1 17037∗ [210]

linear (Eq. 7.9) a 0.4 1.0 –
b 0.05 1.0 –

hyperbolic (Eq.
7.10)

k 0.0007–
0.0009

0.5 –

titative evaluation measures. For the Tweets2011 collection we do not use the official
metric for TREC 2011 (sorting by time and then precision at 30), but the metric to be
used for TREC 2012; the previously used metric proved to be sensitive to good cut-off
values [4]. The parameter values found are listed in Table 7.2.

We use the Student’s t-test to evaluate the significance for all but the small recency
query sets from the news data. We denote significant improvements with N and M (p <
0.01 and p < 0.05, respectively). Likewise, O and H denote a decline.

7.4 Analysis

In this section we seek to understand in how far document priors based on retention func-
tions fulfil the requirements set out above. We first examine the retrieval effectiveness of
the approaches. After that we use our framework for assessing the document priors.
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Table 7.3: Results on news data, TREC-7 and TREC-8. All priors are based on the
baseline D, e.g.; MCM-1 refers to D+MCM-1. Significant changes w.r.t. the baseline (D)
and the exponential prior (D+MCM-1). The earlier is shown in superscripts and the latter
is shown in brackets.

all queries recency-2 queries non-recency-2 queries

Run MAP P@10 Rprec MAP P@10 Rprec MAP P@10 Rprec

D 0.2220 0.3770 0.2462 0.2030 0.3667 0.2251 0.2281 0.3803 0.2529
MCM-1 0.2223 0.3750 0.2473 0.2057M0.3625 0.2279 0.2275 0.3789 0.2534
MCM-2 0.2253 0.3640MO0.2560 0.2108M0.3542 0.2428NN 0.2299 0.3671O

O0.2602
BW 0.2270 0.3730 0.2603 0.2079MM0.3625 0.2339N

O 0.2331 0.3763 0.2687
EW 0.2268 0.3720 0.2611 0.2086M0.3583 0.2346N 0.2326 0.3763 0.2695
AP 0.2222 0.3760 0.2462 0.2032 0.3667 0.2251 0.2281 0.3789 0.2528
L 0.2157H0.3740 0.2468 0.1855H0.3458 0.2123 0.2253 0.3829 0.2577
HD 0.2224 0.3770 0.2462 0.2042 0.3583 0.2261 0.2281 0.3829 0.2525

7.4.1 Retrieval Effectiveness

We begin with an analysis of the retrieval effectiveness of the document priors. We ask:

RQ4.1 Does a prior based on exponential decay outperform other priors using cognitive
retention functions with respect to effectivity?

We analyse the retrieval effectiveness of the document priors on the news data, follow-
up with the microblog data and conclude with a cross-collection discussion.

News data

We compare the retrieval performance of our document priors on the TREC-2 and TREC-
{7,8} datasets. Table 7.3 shows the results for the TREC-{7,8} dataset. We observe
significant improvements (in terms of MAP and Rprec) for recency-2 queries using the
basic Weibull function (BW) function as a document prior over the baseline without any
prior and using MCM-1 (which is equivalent to the exponential prior [144]). We also
see statistically significant improvements in terms of Rprec using the MCM-2 function,
over both the baseline and using MCM-1. There are interesting differences between
the two functions; first, using MCM-2 also yields the worst precision at 10 (by far),
for both recency-2 and non-recency-2 queries; second, while using MCM-2 yields the
highest MAP for recency-2 queries, the change is not significant. A per query analysis
shows that the changes for MCM-2 are due to changes on very few queries, while for
the majority of queries the average precision decreases. Using the basic Weibull function
as document prior, however, has very small positive changes for more than half of the
queries, thus proving to have more stable improvements.

Table 7.4 shows the results for the TREC-2 dataset. The improvements using the
temporal priors over the baseline D are not significant. We can see, however, that func-
tions that work well on the recency-2 query set (D+MCM-1, D+EW), yield significantly
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Table 7.4: Results on news data, TREC-2. Indicated significance also holds for D +
MCM-1. All priors are based on the baseline D, e.g.; MCM-1 refers to D+MCM-1.

all queries recency-2 queries non-recency-2 queries

Run MAP P@10 Rprec MAP P@10 Rprec MAP P@10 Rprec

D 0.1983 0.3430 0.2287 0.2719 0.4000 0.2913 0.1799 0.3287 0.2130
MCM-1 0.1985 0.3400 0.2289 0.2730 0.4050 0.2937 0.1799 0.3238O0.2127
MCM-2 0.1961 0.3330 0.2240O 0.2731 0.4150 0.2952 0.1769H0.3125H0.2063H

BW 0.1984 0.3420 0.2287 0.2727 0.4050 0.2915 0.1798 0.3263 0.2130
EW 0.1983 0.3400 0.2277 0.2749 0.4150 0.2927 0.1792 0.3213O0.2114
AP 0.1983 0.3430 0.2283 0.2717 0.4050 0.2915 0.1799 0.3275 0.2125
L 0.1961O0.3410 0.2288 0.2671 0.3950 0.2902 0.1783O0.3275 0.2135
HD 0.1984 0.3410 0.2284 0.2730 0.4050 0.2915 0.1798 0.3250 0.2127

worse performance on the non-recency set. The only stable performance comes with
the use of the functions MCM-1 and basic Weibull. We can see that using BW as a

(a) TREC-6 (b) Tweets2011

Figure 7.2: The temporal document prior instantiated with parameters optimised on dif-
ferent datasets. The x-axis shows the weight of the prior.

document prior improves the average precision of few recency queries, without decreas-
ing the average precision of the other recency queries very much. More importantly,
though, it improves the average precision of the recency-2 queries without harming the
non-recency-2 queries.

Figure 7.2a shows the slopes of the different document priors. The similarity be-
tween MCM-2 and basic Weibull is apparent, both drop to a more or less stable function
at the same time. The basic Weibull function, however, features a more gradual change.
We also find that the hyperbolic and MCM-1 functions are very similar. The two func-
tions that have a very similar slope to the basic Weibull are the amended power and the
extended Weibull, but using them does not change the performance much. The main
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Figure 7.3: Distribution of retrieved (cut-off: 100) documents. The solid line is the
distribution for all documents, the dashed line for documents retrieved for queries where
improvements could be found.

difference of the slope of the functions to the slope of the basic Weibull is close to 0: the
steeper the function at the beginning, the better the performance.

Figure 7.3 shows the temporal distribution of the top 100 retrieved documents for
different approaches on the TREC-{7,8} test set. The topmost distribution shows the dis-
tribution for all relevant documents, which has only very few documents old documents.
The second distribution is the distribution for the baseline, D. This baseline ranks older
documents high. Using a linear retention function as document prior (D+L), the system
retrieves even more old documents and fewer recent documents and it does not outper-
form the baseline for queries with recent documents. The distribution for D+MCM2 is
the opposite and performs well for very recent queries, while D+MCM1 and D+BW re-
duce the number of old retrieved documents; thus performing fairly well on queries with
old documents, and retrieve recent documents.

Microblog data

We compare the retrieval performance of the different priors on the Tweets2011 dataset.
Table 7.5 shows the results for the Tweets2011 dataset. Query modeling (QM) with the
MCM-1 function does not yield significant improvements. QM with basic Weibull (BW),
amended power (AP), linear (L) and hyperbolic discounting (HD) does yield significant
improvements in the mean reciprocal rank over the baseline QM. The increase is up
to 15% for AP and BW. The MAP improves as well, but not significantly. Filtering
improves the results for all approaches and while MRR increases by more than 7%,
this is not significant. We can see similar effects on the filtered results: the prior does
therefore not have the role of a filter.
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Table 7.5: Results on microblog data, Tweets2011.

unfiltered filtered
Run MAP P@10 MRR MAP P@10 MRR

QL 0.2731 0.3898 0.6133 0.2873 0.5408 0.7264
QM 0.2965 0.4061 0.6624 0.3140 0.5367 0.7559
QM+MCM-1 0.3101 0.4143 0.7682 0.3062 0.5306 0.7944
QM+MCM-2 0.2903 0.4102 0.7192 0.2912 0.5265 0.7675
QM+BW 0.3058 0.4286 0.7801M 0.3057 0.5408 0.7971
QM+EW 0.3038 0.4224 0.7251 0.3024 0.5224 0.7644
QM+AP 0.3100 0.4327 0.7801M 0.3103 0.5408 0.8046
QM+L 0.3129 0.4245 0.7700M 0.3082 0.5286 0.8144
QM+HD 0.3080 0.4286 0.7698M 0.3081 0.5408 0.7944

Table 7.4 shows a query level comparisons of the reciprocal rank between QM and
QM+BW, for filtered and unfiltered queries. The comparisons are similar for the other
functions. We have less queries with an increase in reciprocal rank in the filtered case.

Figure 7.2b shows the slope of the different functions for the optimized parameters.
We can see that the functions that help significantly are the functions that share the same
rapid decrease on the first day with a continuous, slower, decrease on the second and
third day. For the other functions, on the one hand MCM-2 decreases similarly on the
first day, but not on the following days: QM+MCM-2 even decreases the MAP and
P@10. MCM-1 decreases slowly and continues to decrease instead of settling. The
changes in performance with respect to the metrics used are therefore not as visible as for
example using QM-HD: here, the slope of HD decreases similarly to MCM-1, but then
settles, while MCM-1 continues to fall. Queries for which the HD function increases
the average precision, are queries that were cast in the second week of the collection
period with more days of tweets to return and to process. QM+BW and QM+AP display
significant increases in MRR, but neither of them decreases MAP and P@10; the two
models have a very similar slope.

7.4.2 Assessing the Document Priors
We now step back and assess the temporal document priors based on the framework
introduced in Section 7.3. We ask:

RQ4.2 In how far do the proposed recency priors meet requirements, such as efficiency,
performance, and plausibility?

We look at the performance, parameter sensitivity, efficiency, and cognitive plausi-
bility.

Performance

As described above, using the BW retention function as prior performs significantly bet-
ter, better, or similar to MCM-1 over three data sets. Other retention functions either do
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Figure 7.4: Per query comparision (y-axis) of the difference in the reciprocal rank (x-
axis) between QM and QM+BW.

not show significant improvements or they improve on one subset while they decrease the
performance on others. On a query level, BW, EW, and HD improve the greatest number
of queries over MCM-1 and as Figure 7.3 shows, all three priors lead to retrieving more
recent documents.

Parameter sensitivity

We first examine the issue of parameter sensitivity on news data. Figure 7.5 shows
heatmaps for the different functions for parameter optimisation TREC-6. We can see
in Figure 7.5d that D+MCM-1 is very unstable with respect to the optimal value for r,
especially when we look at the surrounding parameters. The models D+BW and D+AP
have more optimal points and are more stable with respect to those points. We observe
similar effects for D+EW. When we examine parameter sensitivity on Tweets2011, we
look at the optimal parameters selected for each fold in a cross-validation. We find sta-
ble parameters for all priors but the Weibull function. The Weibull function fluctuates
between 0.3 and 0.4, with one exception being 0.9 (see Figure 7.2b): the fluctuation is
not very strong and shows that this is not only a locally best parameter, but that there
is a stable parameter subspace. However, as Efron [73] points out, the recency of the
information need for the Tweets2011 varies wildly.

Efficiency

The only difference in efficiency for using the different priors is the number of parameters
needed for prior optimization. A parameter sweep for four parameters (for MCM-2 and
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(a) Basic Weibull (b) Amended Power

(c) MCM-1 (d) MCM-1, subset

Figure 7.5: Optimisation of parameters, for MAP. For Figure 7.5a and 7.5b, the lighter the
color, the higher the MAP. Black dots indicate the parameter combination with highest
MAP.

EW) is feasible but time-consuming: for a prior that is part of a system with its own
parameters, the minimal number of parameters (MCM-1, BW, L, and HD) should be
optimized.

Cognitive plausibility

Previous work [159] fitted retention functions to how participants remember news (see
Figure 7.1). They report that the MCM-2 and EW functions fit best while MCM-1, as a
less general case of MCM-2, obviously fits worse. Chessa and Murre [52] find that the
AP retention function does not fit well enough to be more than an approximation. To the
best of our knowledge, the linear and hyperbolic discounting function were not fitted on
retention data.

7.4.3 Discussion

Table 7.6 summarizes how the different priors fulfill the requirements listed in Section
7.3.1. Priors using the BW, AP, and HD retention functions show stable performance
across different collections, on a query level as well as on a general level, with BW per-
forming well and being stable. We find that all three functions have a stable parameter
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Table 7.6: Assessing temporal document priors; # improved queries is w.r.t. MCM-1.

Condition MCM-1 MCM-2 BW EW AP L HD

# improved
queries
(recency-2)

n/a 14 (58%) 5 (20%) 16 (67%) 5 (20%) 2 (8%) 6 (25%)

# improved
queries (non-
recency-2)

n/a 27 (35%) 35 (46%) 26 (34%) 38 (50%) 36 (47 %) 33 (43%)

# improved
queries
(Tweets2011)

n/a 16 (32%) 17 (34%) 22 (44%) 0 (0%) 17 (34 %) 21 (42%)

MAP + – + 0 0 – 0
P10 – – 0 – 0 0 0
Rprec 0 ± + ± 0 0 0
MRR 0 0 + 0 + + +

Sensitivity of
parameters

– – + – + + +

Efficiency: #
parameters

2 4 2 4 3 2 1

Plausibility:
fits human
behaviour

+ ++ + ++ + n/a n/a

Plausibility:
neurobiologi-
cal
explanation

+ + – + – – –

selection process for at least the news dataset. However, AP with three parameters is too
inefficient, while BW and HD with two and one parameter converge to a result much
faster. From a cognitive psychological perspective, we know that BW has a neurobio-
logical explanation and fits humans fairly well. The exponential function (MCM-1) as
prior does not fulfil the requirements as well as other functions. This prior does have
good results, but is not particularly stable when it comes to parameter optimisation. Fur-
thermore, the significant results from the news dataset do not carry over to the microblog
dataset. Based on this assessment, we propose to use the basic Weibull retention function
for temporal document priors.

7.5 Conclusion

The goal of this chapter was to understand the feasibility of memory retention functions
as recency priors to retrieve recent documents. Answering RQ4.1, we first looked at
the effectiveness of the document priors. We showed how functions with a cognitive
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motivation yield similar, if not significantly better results than others on news and mi-
croblog datasets. In answer to RQ4.2, we introduced different requirements a recency
prior should fulfill based on effectiveness, parameter sensitivity, efficiency, and plausibil-
ity in a psychological sense. With respect to all priors, the Weibull function in particular,
was found to be stable, easy to optimize, and motivated by psychological experiments,
therefore scoring best in the requirement framework. We found the frequently used ex-
ponential prior [144] to be inferiour.

The findings are timely for the age of social media data where old media becomes
more and irrelevant. The findings are therefore interesting for researchers working on
new models incorporating recency priors, be it for information retrieval, filtering, or
topic modeling. Researchers working on evaluation can find the findings interesting since
annotation of older documents will, following the findings from [159], not be as accurate.
Future work in evaluation can use cognitive temporal priors as a model for how available
certain news events are in the annotators mind. We believe that the memory functions
are personal and parameters need to be fit to specific users. Future models adapting
parameters of the models to specific users may prove to be more accurate.
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8
Active Learning for Filtering of Streaming

Documents

With increasing volumes of social media data, monitoring and analyzing this data is a
vital part of the marketing strategy of businesses. The extraction of topics, reputation,
and trends around an entity (such as a company, organization, celebrity) allows analysts
to understand and manage the entity’s reputation. It is no longer feasible to manually
process every tweet or blogpost that may have been written about an entity and reputa-
tion analysts would like to have this step automated (see Chapter 4). Since entity names
are often ambiguous [279], filtering social media for relevant information—that is, entity
filtering (EF)—saves tedious work and is a vital pre-processing step for further automa-
tion of online reputation management (ORM) [230]. However, if the performance of
the EF module decreases, the performance of all subsequent modules is harmed [230].
Automatic EF on social media is therefore an active field of research and has previously
been considered in various settings: at the WePS-3 evaluation effort [5] and as part of the
RepLab 2012 and 2013 challenges [6, 7].

Missing important tweets and news items about an entity of interest can potentially
be disastrous and expensive: when users on Twitter found out about H&M deliberately
destroying perfectly wearable winter jackets, this incident went viral and caused bad
publicity [195]. Communications experts around an entity may need to react immediately
to avoid long-lasting harmful publicity. The ORM industry therefore seeks to find a
balance between manual and automatic filtering. Currently, monitoring platforms like
Topsy1 or dashboards at HootSuite2 allow for keyword filtering. For keyword filtering
analysts have a list of keywords collected over time and they reuse them every day. This
approach leads to high recall, but not necessarily to high precision. Hence, reputation
analysts still need to inspect many non-relevant tweets. However, keywords used for
filtering can be customized for precision, but as a consequence, new topics with critical
tweets may not reach the analysts. In active learning, the learner samples instances,
tweets, that should be annotated manually. Those annotations then feedback into the
model. This sampling can be informed or random. Active learning is especially attractive
in this setting of EF for ORM because it promises to (a) use the analysts’ background
knowledge and understanding to improve an EF system, and (b) capture new topics and

1http://topsy.com
2http://hootsuite.com
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problems without exhaustive annotation efforts.
Topics and events surrounding entities change over time within the stream of docu-

ments. By adopting a batch scenario, the RepLab 2013 set-up makes a number of sim-
plifying assumptions.3 Spina [229] shows the viability of active learning for an to active
learning adjusted batch scenario of RepLab 2013. However, a batch scenario in a real life
ORA scenario would correspond to doing active learning on a static dataset. With new
tweets constantly being posted and information changing over time, a streaming scenario
is closer to the daily workflow of social media analysts. We investigate how active learn-
ing can help address the EF task in a streaming scenario. Based on the RepLab 2013
data, in this chapter we propose a new streaming scenario, capturing the changes of en-
tity models over time. Firstly, we want to know if active learning is also viable for the
streaming scenario:

RQ5.1 For the entity filtering task, Does margin sampling improve effectiveness over
random sampling, i.e., is it a strong baseline?

Active learning significantly outperforms passive learning in the streaming scenario as
well. Here too, we find that margin sampling improves effectiveness over random sam-
pling. Streaming microblog data calls for methods using temporal information. On the
one hand, recent tweets may be more important to estimate a model for the future than
older tweets. On the other hand, tweets published in bursts could give a better estimate
of the topics that are important for an entity. Based on work in Chapter 7 for recency and
Chapter 6 for bursts, we propose two new angles for sampling: based on recency and on
bursts, respectively. Incorporating recency priors into margin sampling, we ask:

RQ5.2 Does sampling based on recency priors and margin sampling together, outper-
form margin sampling with respect to F-score?

We also propose a temporal reranking, this can be based on bursts or the recency of
publication:

RQ5.3 Does temporal reranking of margin sampled results based on bursts or recency,
outperform margin sampling with respect to F-score?

For both questions, we analyse the influence of a strong initial training model and we
find that the impact on effectiveness of a large, bulk training set is strong, in particular
for margin sampling. We show that the influence of bulk training in the streaming setting
helps to build a strong initial model where not only the passive learner performs well, but
also the informed selection of tweets for active annotations benefits strongly. We show
that the effectiveness is higher for many entities using temporal approaches, in partic-
ular burst-based reranking of margin sampled candidate sets proves to be a promising
sampling method.

Our contributions are a streaming entity filtering scenario closer to the real-life prob-
lem. We also contribute temporal sampling methods for active learning that perform well
on temporally sensitive entities.

3These simplifications are dictated by the limitations of ensuring suitable experimental conditions for a
community-based benchmark. Participants have to run their systems and submit runs that are subsequently
evaluated by the organizers.
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The chapter is organized as follows. We continue with a brief introduction to active
learning in Section 8.1. We introduce our approaches to EF in Section 8.2. We proceed
with an explanation of our experimental setup (Section 8.3) and analyse the results in
Section 8.4. We conclude in Section 8.5.

8.1 Active Learning

Active learning [222] is a subfield of machine learning that is increasingly gaining inter-
est. Unlike passive supervised learning, where the goal of a learner is to infer a classifi-
cation model from labeled and static training data, active learning interacts with the user
for updating the classifier. This learning framework has been widely used in information
access tasks [218, 277] and, in particular, in text categorization [110, 149, 220, 225, 276].
As in passive text categorization, Support Vector Machines have proven to be one of the
most competitive learning models in active learning [149, 218, 276].

So far, little work has been on done applying active learning in streaming scenar-
ios [54, 220, 261, 286]. A common approach to deal with streaming data, consists in
dividing it into chunks. In [286], for each previous data chunk a base classifier is learned.
Then, classifiers are combined to form a classifier committee, that is used to label the new
chunk. Ensemble learning has also been used by [30, 179, 287]. A common finding is
that in a classifier ensemble, variance corresponds to error rate [287]. In a non-streaming
scenario, several approaches have been used to deal with the problem that documents
where the classifier is uncertain, are not close to any other documents [113, 285]. Zhu
et al. [285] introduce a density measure that they combine with an entropy-based uncer-
tainty measure. Alternatively, they use the density measure to rerank the top uncertain
documents. Ienco et al. [113] cluster the current new batch. They use information like the
homogeneity of clusters to update the ranking of the samples. The assumptions behind
this method are the same as for the density measure from [285]. We combine the sampled
data of previously seen data to retrain a single classifier at each step. For selecting data to
be annotated manually during the active learning, Žliobaitė et al. [261] compare random
and fixed uncertainty margin sampling—equivalent to the margin sampling considered
in our work—to other sampling methods that take into account the budget available to
request feedback at each time. They alert at concept drift and then relabel. Chu et al. [54]
minimize class bias issues with streaming data for Bayesian Learning. Their use of the
decay factor for old samples is closest to the idea of weighting recent samples higher.

Apart from the difference in task, our work differs from previous work in that(1) we
do not use external data, only tweets are considered to learn a model, and (2) new labeled
instances are directly added to the training set used to update the model. The static
scenario is described in Spina [229].

8.2 An Active Learning Approach to Entity Filtering

Our approach to entity filtering is based on active learning, a semi-automatic machine
learning process interacting with the user for updating the classification model. It selects
instances that are meant to maximize the classification performance with minimal effort.
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Algorithm 3: Active learning for entity filtering (EF)

1 Initialization;
Data: Training dataset

2 begin
3 Initialize model;
4 return initialized model
5 end

6 Training phase;
input : Current model
Data: Training dataset

7 begin
8 Represent features;
9 Retrain model;

10 return (re)trained model
11 end

12 Test phase;
Data: Test dataset

13 Represent features;
14 repeat
15 Run current model on test data;
16 Select candidate samples for feedback;
17 Collect feedback;
18 Update training and test datasets;
19 Run training phase with updated training dataset;
20 until a suitable termination condition;

Algorithm 3 sketches the main steps of our active learning approach to entity filter-
ing. First, the instances are represented as feature vectors. Second, the instances from
the training dataset are used for building the initial classification model. Third, the test
instances are automatically classified using the initial model. Fourth, we sample candi-
dates to be offered to the user for additional labeling; this step is performed by margin
sampling: the instance closest to the class separation is selected. Fifth, the user manually
inspects the instance and labels it. The labeled instance is then considered when updat-
ing the model. The active learning process is repeated until a termination condition is
satisfied.

We use a Support Vector Machine4 (SVM) classifier. Our active learning approach
can be split into the selection of candidates for active annotations, annotation of the can-
didates and updating the model. Therefore, one iteration of our learning model follows
the following three steps:

1. Select the best candidate x from the test set T (line 16 in Algorithm 3)

2. Annotate the candidate x (line 17 in Algorithm 3), and
4http://scikit-learn.org/stable/modules/svm.html
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3. Update the model (line 19 in Algorithm 3).

If the resources are available, the training data used to initialize the model can be a
large manually annotated (bulk) set of tweets published before the test set. If this training
set is available, we call this a warm start. Without a warm start, we have a cold start,
where the initial model selects and classifies tweets randomly; the bulk set of training
data facilitates a strong initial model. Below we detail the candidate selection, candidate
annotation, and model updating in Sections 8.2.1, 8.2.2, and 8.2.3, respectively.

8.2.1 Candidate selection

Candidate selection is the process of sampling the candidates that are used for annotation.
A successful selection approach selects candidates which, when annotated, improve the
model. Standard baseline approaches are: passive learning without sampling which is
identical to non-active learning, random samping which samples randomly from the pool,
and margin sampling which samples close to the margin of the classification boundary.
We also propose two further approaches to improve margin sampling. For one, we add a
recency prior, introduced in Chapter 8, to the sampling score. For reranking, we rerank
the list of samples based on either bursts or recency. The oracle sampling denotes an
upper bound for our sampling approaches.

Passive learning

Passive learning does not use any active learning at all. If we look at Algorithm 3, we
only initialise the model without retraining it: We skip the Training phase and the Test
phase.

Random sampling

For random sampling, the candidate instance is sampled without replacement from the
training set. There is no informed prior on the instances. Random sampling has proven
to be effective for other tasks, e.g., building dependency treebanks [13], or clinical text
classification [80].

Margin sampling

The most commonly used sampling method in binary classification problems is uncer-
tainty sampling [222]. We consider a specific uncertainty sampling method especially
suitable for support vector machines [242]: margin sampling. We measure the uncer-
tainty of a candidate x based on the distance to the margin, so

Uncertainty(x) = 1− |P (C1 | Fx)− P (C2 | Fx)|, (8.1)

where P (C1|Fx) and P (C2|Fx) are the probabilities that the candidate x, as represented
by the feature vector Fx, generates the classes C1 and C2, respectively.

Candidates are sampled based on the classification difficulty, thereby selecting candi-
dates where the classifier is less confident. Following this, the candidate x to be annotated
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from the test set T is selected as follows:

x = argmax
xi∈T

Uncertainty(xi). (8.2)

This candidate x is then annotated and used to update the model. For a linear kernel of
the SVM this means: instances (tweets here) that are closest to the class separation are
selected.

Recency Prior

We introduced the concept of a recency prior in Chapter 7. The intuition behind using a
recency prior is that very recently published documents are more likely to have informa-
tion that may improve filtering of the future. We select the candidate x that:

x = argmax
xi∈T

Uncertainty(xi) · f(xi,max(T ), g), (8.3)

where f(xi, latest(T ), g) is a retention function introduced in Section 7.2.2 in Chapter 7.
The parameters for the retention function are the granularity g and the latest sample
latest(T ) in the set T . Chapter 7 showed that the Weibull function meets the requirements
we set for priors bester. Hence, we use fbasic Weibull (see Section 7.6).

Reranking

We present two approaches to reranking: temporal and burst-based reranking. At the
TREC-microblog 2011 [177] the ranked result list for the retrieval task was cut-off at a
certain limit and reranked according to tweet id, an estimator for the arrival time. While
this was for the evaluation of a retrieval task, this is very close to our reranking approach.
We say that TX is a list of X% of the elements in the set T ranked by uncertainty (see
Eq. 8.1). The idea behind temporal reranking is similar to the idea behind the recency
prior: more recent documents are more likely to influence future results. For temporal
reranking, TX is then reranked according to the tweet id.

The intuition behind burst-based reranking is that documents around salient events
influence future events and are important to be included in the model. Here, we make use
of the bursty nature of social media. We identify if TX is peaky similar to [94, 188, 288].
We then rank the elements according to them being bursty. We detail the conditions
below.

Peaky To understand the specifics, we need to define a time series TS(T ) of a candidate
set T as (d1, c1), . . . , (dn, cn). A tuple (dx, cx) consists of the date dx an element in the
candidate set was published and the number of elements cx that were published on date
that date dx. We say that the time series TS(T ) is peaky, if ∃(dx, cx) ∈ TS(T ), cx >
µ(TS(T )) + 4 · σ(TS(T )), where µ(TS(T )) and σ(TS(T )) are the mean and standard
deviation of the counts in the time series, respectively. In natural language, a peaky
time series has at least one date were at least four standard deviations more tweets were
published than the average.

Figure 8.1 shows an example time series. We can see that one day (2012-02-09)
determines that the ranked list underlying this is peaky.
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Figure 8.1: The number of tweets, published per day for the second time split, i.e., bin of
the stream of entities for entity RL2013D01E001.

Bursty Similarly, for a tuple (dx, cx) in a time series TS(T ), we say a date dx is bursty
if cx > µ(TS(T )) + 2 · σ(TS(T )). If the TS(T ) is peaky, we rerank TX with all el-
ements that were published on a bursty date and then add the other elements. Within
the two groups, the elements remain sorted by uncertainty (see Eq. 8.1). In the example
Figure 8.1 only one day (2012-02-09) is bursty.

For example, we have a set T = {x1, . . . , x60}, where

T10 = [x2, x5, x40, x14, x9, x60],

and all but x2 and x60 were published on 13-12-12. The time series

TS(T ) = [(12-12-12, 2), (13-12-12, 56), (14-12-12, 2)]

is peaky. The new reranked list is [x5, x40, x14, x9, x2, x60]: the uncertainty ordering is
kept within the groups of elements that were published on bursty dates or not.

Oracle

The upper bound for the sampling methods is an oracle sampler. As a true oracle sample
has an exponential amount of possible candidate sets to maximize from, we use a greedy
oracle. Here, for each iteration, we select a candidate that, when added, maximises the
F-score or accuracy on the test set.

8.2.2 Candidate Annotation
In this step of Algorithm 3 (line 17), annotations for the selected candidates are collected.
Section 8.3.4 elaborates on how we can simulate the user input.

8.2.3 Model Updating
The training of the model is fast. We therefore decided to retrain the model with every
freshly annotated instance. The instance and its annotation are added to the training set
and the model is retrained. As commonly done, the weight for training and new instances
is uniform.
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8.3 Experimental Setup

In the following we introduce the datasets, settings, and parameters needed to evaluate
the effectiveness of active learning for the entity filtering task in a streaming scenario.

8.3.1 Datasets

We use the RepLab 2013 dataset introduced in Section 3.4.2 in Chapter 3 and their an-
notations for relevancy to an entity.

8.3.2 Document Representation

The tweets are represented as a set-of-words (SoW), using the vocabulary of the training
set and the name of the author of the tweet. SoW are with binary occurrence (1 if the word
is present in the tweet, 0 if not).5 The SoW representation was generated by removing
punctuation, lowercasing, tokenizing by whitespaces, reducing multiple repetitions of
characters (from n to 2) and removing stopwords. This is the same representation as in
[229]. The advantage of this approach is that it is not over-engineered and does not make
extensive use of additional data or external resources, unlike, e.g., the best performing
systems at RepLab 2013 [7]. We used an entity-dependent approach, i.e., we train and
test on specific training and test sets for entities.

8.3.3 Streaming Scenario

Evaluating active learning is difficult and costly, since users should provide feedback on
each iteration. In a real-life setting, the selected candidate instances would be annotated
by users. Those labeled instances are then incorporated into the system and not predicted
anymore. Without direct users, the usual approach to model the active learning setting is
to take the annotations from the test set. This simulates the user feedback; this is what
we do.

In the streaming scenario we model the problem of daily entity filtering for reputation
monitoring. For every entity, we sort the tweets in the test set by time and then sort them
into bins: every bin containing 10% of the data. For every bin, the model is based on the
temporally earlier sampled and annotated tweets.

8.3.4 Settings

For our experiments we use Support Vector Machines, using a linear kernel.6 The penalty
parameterC is automatically adjusted by weights inversely proportional to class frequen-
cies. We use the default values for the rest of the parameters.

5We also considered alternative representations, but these did not outperform this simple set-of-words rep-
resentation. E.g., the set-of-words representation outperformed a bag-of-word representation that also used
linked entities, using 10 fold cross-validation on the training set.

6We tested different algorithms (Naı̈ve Bayes, Decision Trees) and this is the one that obtained the best
results in terms of the initial (passive learning) model.
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Table 8.1: Runs used in our experiments.

Acronym Ref. Active Description

passive §8.2.1 no Passive learning, lower bound
O §8.2.1 no Oracle, upper bound
best [214] no Best RepLab2013
RS §8.2.1 yes Random sampling
MS §8.2.1 yes Margin sampling
MS-PRT §8.2.1 yes Margin sampling with recency prior
MS-RRT §8.2.1 yes Reranking MS based on recency
MS-RRB §8.2.1 yes Reranking MS based on bursts

For the initial model we have two settings: warm start, where the initial model is
based on the training data, and cold start, where we have practically no initial model and
the candidate selection for the first bin is always random. For both settings, warm and
cold start, we compare two sampling methods, random and margin, for every bin. We
sample Ntest tweets per bin. We report on the effectiveness of single bins, but also on
the average effectiveness. Unless otherwise stated, the results are averaged over entities.
Since we are dealing with tweets, which is similar to the Tweets2011 dataset (see Chap-
ter 3), we use the same parameter settings for fbasic Weibull as in Chapter 7, see Table 7.2.
The granularity g is set to one day. We set X , the percentage of items to be reranked in a
candidate list to 10%.

Table 8.1 provides an overview over the acronyms used for the runs. The passive
run is the underlying baseline for active learning; it is based on the training set in the
streaming scenario with the warm start and in the batch scenario. In a streaming scenario
with cold start it is based on a random sample of Ntest instances in the initial bin. The
best run is the score for the best performing system at RepLab2013. This score is only
available for the batch scenario. RS and MS are active learning runs, using random and
margin sampling, respectively. MS-PRT denotes margin sampling with temporal priors.
Finally, MS-RRT and MS-RRB are margin sampling runs which uses reranking, based on
recency, or bursts, respectively. When comparing MS to its extensions, we often call MS
“vanilla margin sampling”.

8.3.5 Evaluation

Unless stated otherwise, we use the official evaluation metric from the RepLab2013 Fil-
tering Subtask: accuracy and the harmonic mean of reliability and sensitivity, (F1(R,S))
later discussed in [8]. While accuracy was also part of the official metrics, [229] showed
that both metrics are strongly correlated in the active learning setting. Due to the ran-
domness underlying the sampling methods, we report results averaged over 100 runs.
Accuracy corresponds to the ratio of correctly classified instances. In scenarios where
classes are highly unbalanced (like in the EF task), it is not trivial to understand the effec-
tiveness of a system by measuring accuracy: a system that simply assigns all the instances
to the majority class can have a 0.9 accuracy if 90% of the instances correspond to a sin-
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gle class in the gold-standard. The alternative metrics used at RepLab2013, reliability &
sensitivity (R&S), are more appropriate for measuring how informative a filtering system
is. R&S corresponds to the products of precision in both classes and the product of recall
scores, respectively. The harmonic mean of R&S tends to zero when the system has a
“majority class” behavior, and a high score according to F1(R,S) ensures a high score
for most of the popular evaluation metrics in filtering tasks [8, 231]. For the streaming
scenario, the oracle is based on the accuracy, because the estimating theF1(R,S) score
proved to be too expensive for feasible results.

We use the Student’s t-test to assess the significance of observed differences, using
Bonferroni normalisation where appropriate.

8.4 Results and Analysis

In this section we report the performance of the margin and random sampling baseline in
Section 8.4.1. We discuss several temporal extensions, be it as a prior to margin sampling
in Section 8.4.2 or as reranking in Section 8.4.3. Section 8.4.4 seeks out to identify the
best approach.

8.4.1 Margin Sampling
In this section we analyse the effect of margin and random sampling for EF in the stream-
ing scenario and investigate the influence of the strength of the intial model. In particular
we ask the question:

RQ5.1 Does margin sampling improve effectiveness over random sampling, i.e., is it a
strong baseline?

We analyse this for strong initial models, i.e., a model trained with a temporally earlier
training set, and weak initial models.

Figure 8.2 (Left) shows the development of F1(R,S) with increasing values Ntest,
for both using a warm start (i.e., using a strong initial model for sampling) and cold start
(i.e., building a model based on sampling the first bin). Similar to the batch scenario,
margin sampling (MS) outperforms random sampling RS in both settings. For the warm
start, we have an exponential increase (with respect to Ntest) for MS while the increase
for RS is merely linear. Margin sampling performs strongly significantly better for 10 ≤
Ntest ≤ 150 (p < 0.0057). For the cold start setting the F1(R,S)-scores are generally
low and while MS outperforms RS for mostNtest, the difference is not significant. Margin
sampling benefits from the strong initial model: a strong initial model helps to identify
tweets with new topics while the cold start model is still sampling to build up a basic
classifier. For both, the cold and warm start, we can see how margin sampling is very
close to the oracle after Ntest > 50, improvements for greater Ntest will therefore only be
small.

Figure 8.2 (Center) shows the development of F1(R,S) over time, for the warm and
cold start settings, using Ntest = 10 (≈ 5%). For the warm start setting (Figure 8.2b) we
see the difference between using RS and MS increasing over time. For higher values of

7p = 0.05 with Bonferroni correction.
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Figure 8.2: Comparison of vanilla margin sampling (MS) with the baselines random
sampling (RS), passive learning (passive), and the upper bound (O).
(Left) Averaged F1(R,S) vs. Ntest. (Center) Averaged F1(R,S) over different bins for
Ntest = 10 manually annotated tweets per bin (≈ 5%). (Right) Averaged F1(R,S) over
different bins for Ntest = 50 manually annotated tweets per bin (≈ 30%).

Ntest this is more prominent; see Figure 8.2c. MS maintains a stable F1(R,S)-score while
the F1(R,S)-score for RS decays over time. For the cold start case, the performance of
the passive learner drops a lot: the passive learner is based on an initial model of bin 0
with 10 instances. While the total difference between MS and RS is not significant in the
cold start setting, MS performs better on every single bin and, moreover, gets better and
better than RS over time. This is even more apparent when annotating 50 samples per bin
(≈ 30%); see Figure 8.2f.

Figure 8.3 compares the improvement between using MS and RS in terms of F1(R,S)
(Figure 8.3a), Sensitivity (Figure 8.3c), and Reliability (Figure 8.3b) for individual en-
tities. The reliability of MS is at least as good as of RS for over 95% of the entities
(Figure 8.3b); and the harm for reliability is very low. As to sensitivity, MS performs
worse than RS for 8 entities but it performs much better for the majority of the enti-
ties. If we look at the entities with extreme differences for F1(R,S) and sensitivity, we
have the entity Adele (RL2013D04E145), where the improvement is over 0.6 for both
F1(R,S) and sensitivity. Adele is a common female first name and disambiguation is
important. Additionally, the world of pop turns fast and new events, and types of events,
are constantly coming in. Terms that were not known based on the training set were GDA
(Golden Disk awards), where she confirmed her attendance during the time of the train-
ing set. Additionally, a new topic emerged during the time of the test set: remixes with
Ellie Goulding. Tweets that were selected for annotation were not only based on those
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Figure 8.3: Difference between random and margin sampling in reliability and sensitivity
for individual entities in the streaming scenario, for Ntest = 10 (5%) with a warm start.

topics, but also on users with a similar name. Active learning was therefore successful
in identifying the rapidly changing topics. In contrast, an entity where random selection
worked better in terms of reliability was HSBC (RL2013D02E055). Most candidates for
annotation relate to a golf tournament sponsored by HSBC; the margin sampler devel-
oped a strong bias towards aspects of golf tournaments (meeting points, winners with
new names, etc.). However, this aspect was short-lived and did not contain many tweets:
the random sampler did not put a strong bias on this transient topic.

To summarize, margin sampling is a more effective and more stable than random
sampling for active learning for EF on tweets. Finally, a strong initial model has a higher
effect on the effectiveness of margin sampling than random sampling.

8.4.2 Recency Priors

In Chapter 7 we showed that using recency priors for ranking improves the effectivity, in
particular on microblogs. In this section, we ask:

RQ5.2 Does sampling based on recency priors and margin sampling together, outper-
form vanilla margin sampling with respect to F-score?

As with the previous research question, we again analyse this for strong and weak
initial models. Figure 8.4 (Left) shows the development of F1(R,S) with increasing
valuesNtest for both warm start and cold start. We can see that there is hardly a difference
between the two approaches for strong initial models. While not significant, we can see
that there is a small difference in the cold start case (Figure 8.4d). We can see how
for small Ntest margin sampling with temporal recency priors (MS-PRT) performs worse
than vanilla margin sampling (MS). For higher values of Ntest, i.e., stronger models, this
changes and MS-PRT performs better.

Figure 8.4 (Center) shows the development of F1(R,S) over time, for the warm
and cold start settings, using Ntest = 10 (≈ 5%). For the warm start setting MS-PRT
performs worse. For the cold start setting (Figure 8.4e) we can see that over time, with an
improving model, margin sampling with priors performs better, though not significantly.
Figure 8.4 (Right) shows the development of F1(R,S) over time, for the warm and cold
start settings, using Ntest = 50 (≈ 30%). We can only see a slight tendency that MS-PRT
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Figure 8.4: Comparison of margin sampling using a temporal recency prior (MS-PRT)
with vanilla margin sampling (MS).
(Left) Averaged F1(R,S) vs. Ntest. (Center) Averaged F1(R,S) over different bins for
Ntest = 10 manually annotated tweets per bin (≈ 5%). (Right) Averaged F1(R,S) over
different bins for Ntest = 50 manually annotated tweets per bin (≈ 30%).

performs better for both the warm start and the cold start settings. To summarize, on
averaged results, we can not see a large difference between the approaches.

Figure 8.5 shows the differences of F1(R,S) between MS and MS-PRT for all single
entities for different, low, Ntest in the cold setting. Those graphs paint a different pic-
ture, as we would expect to see small and few differences between the entities. However,
this is not the case and the positive and negative differences in F1(R,S) between both
approaches are in fact very strong among entities and across all four domains (domain
difference is indicated via grayscale). It stands to reason that there are recent entities
and non-recent entities. Recent entities are entities where recently published tweets
have more impact on the future than for non-recent entities, where the difference to
the decision boundary is more important. One example of such a recent entity is PSY
(RL2013D04E194), who went viral with Gangnam Style and is very active in social me-
dia. Together with the ambiguous name PSY, this is a hard entity but adding a recency
prior improves the F1(R,S) score from 0.0828 to 0.4905. An example of a non-recent
entity is AC/DC (RL2013D04E159), an old classic, where adding the prior to the margin
sampling drops the F1(R,S) from 0.7 to 0.0409. A strong model to distinguish AC/DC
from electric terminology is more important than recent changes.

We find that temporal priors can increase effectiveness for specific, recent entities.
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Figure 8.5: Difference in F (R,S) between vanilla margin sampling and margin sampling
with temporal recency priors, for smallN (Ntest ∈ {10, 50, 70}, so (5%, 29%, and 41%))
with a cold start.

8.4.3 Temporal Reranking

Microblog data is inherently temporal and both, burst-based and recency methods have
been successful for ranking. We apply similar approaches to EF and analyse the answer
to:

RQ5.3 Does temporal reranking based on bursts or recency of margin sampled results,
outperform margin sampling with respect to F1(R,S)?

As with the previous research questions, we again analyse this for strong and weak
initial models. Figure 8.6 (Left) shows the development of F1(R,S) with increas-
ing values Ntest for both a warm start and an cold start. For the warm start, all sam-
pling approaches but RS (random sampling) perform very similar to the oracle and are
therefore very close together in general. Burst-based reranking performes better for all
(10 < Ntest < 130) (significantly for Ntest = 50, p < 0.0058). We saw earlier that the
performance for low Ntest (Ntest ≤ 50) is important. Zooming into 10 ≥ Ntest ≤ 50, we
see that adding burst-based reranking of margin sampled candidate sets (MS-RRB) ac-
tually performs better than vanilla margin sampling (MS). Reranking the margin sample
based on recency (MS-RRT) underperforms margin sampling significantly (p < 0.0059).
Looking at the cold start, temporal reranking (MS-RRT) performs worse than random
sampling. However, we can see that while MS-RRB and MS perform similarly, for some
Ntest vanilla MS performs better, for some MS-RRB. Figure 8.6 (Center) shows the de-
velopment of F1(R,S) over time, for the warm and cold start settings, using Ntest = 10
(≈ 5%). For the warm start setting (Figure 8.6b) we can see that while MS performs
better at the beginning, burst-based reranking performs slightly better at the end. Tempo-
ral reranking (MS-RRT) performs worse. For the cold start setting (Figure 8.6e) we can
again see that while MS performs better at the beginning, MS-RRB performs better for
higher Ntest. Temporal reranking still performs worse than random sampling.

Figure 8.6 (Right) shows the development of F1(R,S) over time, for the warm and
cold start settings, using Ntest = 50 (≈ 30%). For the warm start setting (Figure 8.6c)

8p = 0.05 with Bonferroni correction.
9p = 0.05 with Bonferroni correction.
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Figure 8.6: Comparison of reranking approaches (MS-RRT, MS-RRB) with vanilla mar-
gin sampling (MS).
(Left) Averaged F1(R,S) vs. Ntest. (Center) Averaged F1(R,S) over different bins for
Ntest = 10 manually annotated tweets per bin (≈ 5%). (Right) Averaged F1(R,S) over
different bins for Ntest = 50 manually annotated tweets per bin (≈ 30%).

we can see that MS-RRT and MS-RRB are on the same level. Initially, so is vanilla
MS, but with time, both reranking approaches perform better than margin sampling. We
can see that they are very close to the oracle. For the cold start setting (Figure 8.6f),
while vanilla margin sampling performs better than burst-based reranking, we can see
that over time, the burst-based reranking performs better than the oracle (which is in fact
an approximation).

To summarize, we saw that with very little training (cold start) and small sample
sizes (Ntest) the bust based reranking does not make much of a difference. Increasing
the sample size here, burst-based margin sampling performs better than vanilla margin
sampling. For increasing Ntest, both models converge. We also see that in general, train-
ing is important because the margin sampling is too weak. Potentially ignoring the top
candidates when reranking based on recency harms. The uncertainty of a sample is much
more important than the time of publishing.

However, it does not only depend on the different Ntest on when to rerank or not.
Figure 8.7 shows the differences of F (R,S) between MS and MS-RRB for all single
entities for different, low, Ntest in the warm setting. At Ntest = 10 (Figure 8.7 (Left))
vanilla margin sampling performs better than burst-based reranking for most entities.
This makes sense: burst detection on 10 samples is very hard and prone to be unstable.
However, we can already see that for one entity, burst detection performs much better.
With increasing Ntest (Figure 8.7 (Center) and (Right)), we see that in general there is
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Figure 8.7: Difference between vanilla and burst-based margin sampling in F (R,S) in
the streaming scenario, for small N (Ntest ∈ {10, 30, 50}, so (5%, 18%, and 29%) with
a warm start.

not much difference between reranking or not reranking. However, for more and more
entities burst-based ranking increases performance (up to 0.4), without harming the per-
formance for other entities (maximally to 0.05). This is not dependent on one specific
dimension. Let us now look at two examples: entity The Beatles (RL2013D04E149) and
Coldplay (RL2013D04E164). Entity RL2013D04E149 is the entity where bust based
reranking performs worst compared to no reranking. Even intuitively, this makes sense:
The Beatles are not a current band and therefore not very prone to news and gossip events.
Figure 8.8a shows the development of F1(R,S) over different time bins for Ntest = 30.
We can see how the value of F1(R,S) for burst-based reranking drops to 0 on time bin 5,
while it otherwise performs similar to vanilla margin sampling. This is in fact because it
is vanilla margin sampling: it does not consider the temporal distributions peaky except
for bin 1 and bin 5 and burst-based reranking only reranks if the temporal distribution
of the candidate set is peaky. So, why does it go wrong for the peaky temporal distri-
butions? Figure 8.8b shows the temporal distribution of tweets in the test set for entity
RL2013D04E149, which is one tweet per date, except for two dates where 2 tweets per
date were published and one where 3 tweets were published. The burst-based reranker
samples from the three dates which are not actually bursts in our own intuitive under-
standing. In fact, the tweets from one of the days were by a user declaring his love to
his girlfriend by comparing her to The Beatles, in the second burst a user talks about giv-
ing The Beatles memorabilia to a friend. Those tweets are not helping: the most useful
tweets, also selected by the oracle, are tweets featuring terms like Yoko Ono, Forgery,
and parts of songtitles (All my Loving, Yellow Submarine).

Entity RL2013D04E164 is the entity where bust based reranking performs best com-
pared to no reranking. Coldplay is a more recent band, that is still frequently listened to
and where all members are still alive. Figure 8.8c shows the development of F1(R,S)
over different time bins for Ntest = 30 limited to entity RL2013D04E164. Here, we can
see how burst-based reranking consistently reaches full F1(R,S), while vanilla margin
sampling drops down on bin 1, 5 and 5. Figure 8.8d shows the temporal distribution
of tweets in the test set for entity RL2013D04E164. The algorithm identifies the time
series as peaky, which is intuitive, and selects tweets from the bursty times, which are all
centered around the same time period. In this case, burst-based resampling makes sense.
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Figure 8.8: (Left) Averaged F1(R,S) over different bins for Ntest = 30 manually anno-
tated tweets per bin in the streaming scenario, per entity. (Right) Temporal distributions
of candidate sets per entity on specific bins.

Content-wise, the tweets were retweets of the type:

RT If you like ”Paradise” By Coldplay #RetweetTheSongs

With the songtitles linked to the bandname, those tweets are useful for the learner, be-
cause here again, many tweets about the band feature (parts of) songtitles. Selecting
unrelated tweets (as done by unranked margin sampling) misleads the learner, as there
are only six unrelated tweets.

8.4.4 Is There a Universal Best Approach to Sampling Candi-
dates?

It seems that the sampling method depends on the entity and Ntest. To underly this as-
sumption, Figure 8.9 shows which sampling works best for the different entities and for
different values of Ntest in the warm as well as the cold start setting. Figure 8.9a shows
the selections with initial training. For one, we can see that vanilla margin sampling
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Figure 8.9: Selection of approaches with the highest F1(R,S) for all entities over differ-
ent Ntest for both warm start (8.9a) and cold start (8.9b).

is the predominantly best performing sampling method. We can also see that for low
values ofNtest vanilla margin sampling is by far not as dominant—with few candidates,
every bit of information counts. We can see several entities where burst-based reranking
predominantly performs best (like RL2013D02E76) and several where margin sampling
with temporal recency priors predominantly performs best (like RL2013D03E87). Fig-
ure 8.9a shows the selections without initial training. Here, the vanilla margin sampling
is not as frequently selected as the best approach—only for entities in the dimension D04,
music. Here, it seems more that the values of Ntest determine the best approach: either
filtering for an entity with vanilla margin sampling performs best or temporal sampling
methods perform best, but then they are mostly based on bursts. As a summary, there are
situations where vanilla margin sampling is superior to temporal extensions. In particu-
lar, this seems to be entity dependent. However, for several entities, when a little bit of
training and knowledge about the entity is present, burst-based sampling performs better,
but for higher sampling sizes the performance converges to the performance of margin
sampling.

To wrap up the results for the streaming scenario, informed sampling based on margin
sampling performs better than random sampling. The particular sampling method is
entity-dependent: Informed sampling can be based on vanilla margin sampling, temporal
reranking based on bursts, or, for few entities, margin sampling using recency priors.
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8.5 Conclusion

The goal of this chapter was the introduction of active learning to entity filtering for
streaming documents. Active learning for entity filtering is new, in particular for stream-
ing data. In this chapter we present a streaming scenario for active learning based on the
RepLab 2013 entity filtering task. We provide results for the standard baselines as well
as for temporal extensions: using temporal recency priors for margin sampling, as well as
reranking margin sampled documents based on bursts and recency. We found that for en-
tity filtering, using a strong initial model, active learning with margin sampling improves
over passive learning by 30% with only 30 (18%) additional annotations per time period.
We find that the best approach for entity filtering is entity-dependent: for some entities
vanilla margin sampling works best, for others reranking based on bursts, and for others
again the temporal prior works best. This also depends on the learnt model: for very
strong models vanilla margin sampling is very good at selecting the right candidates.
For very weak models, margin sampling barely manages to find a good candidate and
reranking and temporal priors bias this in the wrong direction. For intermediate models,
temporal margin sampling can perform better than vanilla margin sampling.

Future work should investigate automatic detection of the right sampling method-
ology for each entity, similar to query classification [125]. This can again be semi-
automatic. Larger datasets per entity over a longer period of time can give insights into
the performance of each method and how the best candidate selection approach might
vary over time. This experimental setup is a simulation of active learning. Online active
learning with appropriate user interfaces should bring new insights. Additionally, user
interfaces can feedback expert knowledge in a different, non-binary way, be it in form of
term clouds or potential events.
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9
Conclusions

This thesis introduced new algorithms to online reputation analysis focusing on the inher-
ent temporal aspects of the underlying social media data. We studied how social media
analysts perform online reputation analysis in Chapter 4. The findings motivated the
research in the following chapters where we proceeded with the development of algo-
rithms to make Online Reputation Analysis (ORA) easier and the data more accessible.
In Chapter 5 introduced algorithms to estimate reputation polarity based on the findings
of Chapter 4. We then moved to the finding and filtering of documents. Chapter 6 and
Chapter 7 provided algorithms to find documents (in particular social media documents)
based on salient time periods and recency, respectively. Chapter 8 combined the tempo-
ral ideas from Chapter 6 and Chapter 7 to filtering ever changing social media data with
respect to an entity. Motivated by requirements from Chapter 4, we kept the analysts in
the loop by using active learning methods.

Below we first answer the research questions introduced in Chapter 1. We continue
with the final section where we share our view on the future work this thesis could influ-
ence.

9.1 Answers to Research Questions

In Chapter 4 we observed social media analysts annotate online media for the reputation
of a company. We asked:

RQ1.1 What are the procedures of (social media) analysts in the analysis and annotation
of reputation polarity?

We found that the procedures vary over different media types. For media types
like Google result pages and Youtube videos, reading and processing the infor-
mation is most important. We also found that the most important steps in the
procedures are determining the topic, author, and reach of the tweet and that
finding tweets should be automated. The analysts also use a lot of background
information and filtering.

RQ1.2 On a per tweet level, what are the indicators that (social media) analysts use to
annotate the tweet’s impact on the reputation of a company?
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We found that the indicators used by analysts to determine the reputation polarity
of a tweet are based on the authority of the author of the tweet. This authority
can be topical and based on both, online and offline data. The analysts also base
their decision on the reach of a tweet.

We showed that successfully estimating the author’s authority and determining who is
exposed to the media in question is the key for an automatic estimation of reputation
polarity.

In Chapter 5 we used some of the indicators found in Chapter 4 as features for au-
tomatically estimating reputation polarity on tweets for a specific entity. We made use
of three feature groups based on the sender (the author of the tweet), the message it-
self, and the receiver. The latter tried to capture the reach in so far as it looked at who
receives the message. Training of the reputation models was based on three settings:
entity-independent, entity-dependent, and domain-dependent. We asked:

RQ2.1 For the task of estimating reputation polarity, can we improve the effectiveness
of baseline sentiment classifiers by adding additional information based on the
sender, message, and receiver communication model?

We found that adding additional features based on the communication model:
sender, message, and receiver, we could reliably improve the results from the
literature and the baseline sentiment classifiers.

RQ2.2 For the task of estimating reputation polarity, how do different groups of fea-
tures perform when trained on entity-(in)dependent or domain-dependent train-
ing sets?

In general, the entity-dependent training scenario led to higher effectiveness than
the entity-independent or domain-dependent scenario. Using features modeling
the sender performed better in the domain-dependent scenario.

RQ2.3 What is the added value of features in terms of effectiveness in the task of esti-
mating reputation polarity?

Most added value came from textual features of the messages. The impact fea-
ture, a feature based on the impact a message has on its recipients, was helpful
in combination with features based on the message itself.

All in all, we found an effective approach to estimate the impact of a tweet on the repu-
tation of an entity using very few, but focussed, training samples.

In Chapter 4 we also identified that finding and filtering tweets should be auto-
mated. A strong retrieval and filtering process improves the estimation of reputation
polarity [230]. In the second part of the thesis, we analysed how to retrieve and filter
documents using temporal knowledge. We used this temporal knowledge in Chapter 6
where we presented models that identify the temporal information need of queries. We
asked:

RQ3.1 Are documents occurring within bursts more likely to be relevant than those
outside of bursts?
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and

RQ3.2 Can documents within bursts contribute more useful terms for query modeling
than documents selected for relevance models?

Documents are not more relevant, but they were found to be different and they
therefore introduce the right amount of variety into the topic models. The terms
used for query modeling lead to significant improvements of effectiveness over
non-temporal baselines.

RQ3.3 What is the impact on the retrieval effectiveness when we use a query model that
rewards documents closer to the center of the bursts?

While the blog datasets had narrow and noisy bursts and feature better effective-
ness using documents closer to the center, the opposite was the case for news
data.

RQ3.4 Does the number of pseudo-relevant documents used for burst detection matter
and how many documents should be considered for sampling terms? How many
terms should each burst contribute?

As long as the number of pseudo-relevant documents was high enough to avoid
spurious bursts, the number of documents did not matter: the results were stable.
Selecting few documents from the bursts sampled more useful terms for query
modeling. The effectiveness was stable with respect to the number of terms
contributed.

RQ3.5 Is retrieval effectiveness influenced by query-independent factors, such as the
quality of a document contained in the burst or size of a burst?

We did not find normalisation to have an effect on the retrieval effectiveness.

The overall findings here were that sampling terms from bursts in pseudo-relevant docu-
ments raises effectiveness on three temporal datasets.

We also identified a second type of temporal information need in this thesis: recency.
In Chapter 8 we explained how recency is related to our memory and retention models
from the psychology literature. We used the retention models as temporal priors in a
retrieval setting and asked:

RQ4.1 Does a prior based on exponential decay outperform other priors using cognitive
retention functions with respect to effectiveness?

While the effectiveness of exponential decay as a prior on news data was found to
be on par with the best performing priors, using exponential decay on microblog
data disappoints in particular with respect to precision.

RQ4.2 In how far do the proposed recency priors meet requirements, such as efficiency,
performance, and plausibility?
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The recency priors were found to meet the requirements to different degrees. The
Weibull function follows the requirements best and compromises well between
them. The exponential decay used in the literature was not found to follow the
requirements adequately.

We showed that using priors with a cognitive motivation did indeed perform better on
data with a recency information need, in particular on microblog data.

In Chapter 4 social media analysts identified the filtering process as a task that should
be automated. For entity filtering, we proposed a semi-automated approach based on
active learning for a streaming scenario. We asked:

RQ5.1 For the entity filtering task, does margin sampling improve effectiveness over
random sampling, i.e., is it a strong baseline?

Margin sampling improved the effectiveness over random sampling significantly.
In general, it proved to be a successful strategy to improve effectiveness with few
annotations.

Since we were following a streaming scenario, it stood to reason that temporal ap-
proaches improve margin sampling. Based on work in Chapter 7 we incorporated recency
priors into margin sampling and asked:

RQ5.2 For the entity filtering task, does a sampling based on recency priors and margin
sampling together, outperform margin sampling with respect to F-score?

We found that for some entities margin sampling with temporal priors works
better than vanilla margin sampling. However, using the temporal prior also
harmed the effectiveness for other entities.

Chapter 6 showed that burst-based approaches work well for retrieving social media doc-
uments which lead to looking at temporal reranking in Chapter 8. Our first reranking
approach reranked based on bursts in the candidate set, the second approach reranked
based on arrival date of the tweet. We asked:

RQ5.3 For the entity filtering task, does temporal reranking of margin sampled results
based on bursts or recency, outperform margin sampling with respect to F-score?

Margin sampling was found to be the best approach to use for very weak and very
strong models, but burst based reranking outperformed vanilla margin sampling
for strong-enough models.

We found that active learning is a feasible approach improve effectiveness of entity fil-
tering models in a streaming scenario. The flavour of margin sampling to use, however,
strongly depends on the entity.

In this thesis we discussed different aspects of online reputation analysis and when ap-
propriate, merged them with temporal approaches. Much of the experimental work is
motivated by our user study of reputation analysts in from Chapter 4: be it the use of
indicators that take the reach of a tweet into account for the estimation of reputation
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polarity, or be it an improvement of the retrieval of social media documents to avoid
expensive manual annotation work, or keeping the reputation analysts in the loop with
active learning approaches. Temporal approaches played a key role in each of the tech-
nical chapters. We proposed temporal streaming scenarios in Chapter 5 and Chapter 8.
Chapter 6 took into account salient time periods (bursts) when sampling terms for docu-
ments, while Chapter 7 investigated temporal priors.

Chapter 4 points out that there are very few steps in the annotation process that rep-
utation analysts deem possible to automate. This thesis aimed to bridge the divide by
building a trust relationship between algorithm designers and reputation analysts. In
Chapter 8 we saw that using the knowledge of reputation analysts leads to very stable
results for filtering tweets for specific entities. To achieve this, reputation analysts must
be willing to help algorithms and algorithm designers by recording and sharing their
(background) knowledge—and do so with confidence, since their knowledge is invalu-
able. Finally, reputation analysts can also take home that relying on simple sentiment
approaches will not be as successful in estimating the reputation polarity as well as ded-
icated reputation polarity approaches.

To conclude, this thesis contributed several new approaches to make online reputation
analysis on social media more accessible and less tedious for reputation analysts.

9.2 Future Research Directions

This thesis has resulted in several lessons for online reputation analysis and temporal
information retrieval. In the following we lay out future research directions, in particular
on how to study annotation behavior, interaction with social media experts, temporal
information retrieval and online reputation analysis.

Study annotation behavior To the best of our knowledge no study looked at the actual
behavior and intentions of experts doing annotations of online media. While there is an
abundance of data-oriented approaches for automatic classification, future work should
also follow expert-oriented approaches similar to our approach in Chapter 4. Understand-
ing how the human mind solves classification problems can give a unique viewpoint to-
wards automatic classification. This requires different, non-invasive, methodological ap-
proaches tailored to studying experts, in particular to understand how and when experts
make use of background information.

Interaction with (social media) experts In Chapter 7 we used active learning to ad-
dress an ORA task. This gave a peek into the potential of active learning for ORA. Social
media analysts insist on accuracy and distrust automatic approaches (see Chapter 4). Fu-
ture work respecting this insistence should go into two directions. For one, we should
develop active learning algorithms for all kinds of ORA problems like topic modeling,
monitoring and subsequent alerting or filtering. Algorithms should not only make use of
highly accurate expert input, but also interactions: a system that can ask questions like
“is this really a burst?” or “did a new topic evolve around the entity, and are those fitting
keywords for the topics?” and can successfully incorporate this additional information in
the model will outperform current passive approaches.
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The second direction of future work is the actual interaction with experts. Com-
munication between system and expert done right is just as important as the improved
algorithms. Finally, the active learning approaches should not be limited to ORA but can
easily be generalised to digital humanities. Again, experts in digital humanities are will-
ing to spend valuable time to interact with the system [174] and we should make good
use of this.

Temporal information retrieval An obvious extension to our work in temporal infor-
mation retrieval would combine recency-based and burst-based approaches. One way
to achieve this is to classify queries into different temporal information needs, similar
to [125]. Temporal information needs do not necessarily only have to be based on recent
or salient time periods, but also on traumatic time periods (9/11) or culturally pervasive
time periods (1969): events with an emotional semantic frame. Using more fundamental
understandings from psychology to model information needs can lead to personalised
temporal models for search.

Additionally, recency priors can also function as an indicator for reliability of bench-
marks: we saw that for the Blog06 benchmark (see Chapter 3), the queries and the tem-
poral information need were broader the later the queries were created with respect to the
collection. The recency priors, being based on how people remember, can normalise for
this behavior in evaluation.

Finally, most studies using temporal algorithms are based on static document collec-
tions and queries [62, 75, 144]. Future work should bring temporal information retrieval
benchmarks with a varying set of temporal information needs underlying queries. Inte-
grating active learning and its evaluation with those benchmarks, will lead to a rise of
strong temporal active learning algorithms.

Online reputation analysis The algorithms presented in this thesis to support ORA
are by no means perfect and often function more as a starting point. Future work should
focus on implementing stable, easy to understand by lay(wo)men, and effective algo-
rithms for the estimation of reputation polarity and filtering. More work should be put
into implementing the indicators we found in Chapter 4, in particular how we can model
offline authorities with only online data. Somehow, this thesis touches on all aspects of
the backbone of ORA: we retrieve, we filter, and we estimate the reputation polarity. We
would love to see similar temporal ideas applied to semantically more complex aspects
such as topic modelling and alerting, and author profiling. Finally, we hope for an inter-
face that combines and incorporates all algorithms presented in this thesis to ease online
reputation management.
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Samenvatting

Sociale media zijn een integraal onderdeel van de maatschappij. Met alomtegenwoordige
mobiele apparaten kunnen ervaringen direct gedeeld worden. Deze ervaringen kunnen
over merken of andere entiteiten gaan. Voor analisten van sociale media kan een collec-
tie van berichten die een merk noemen dienen als een vergrootglas voor de dominante
mening over een merk. Daarom is de globale inschatting van de reputatie van een merk
meer en meer gebaseerd op de aggregatie van de polariteit van reputatie in sociale media
berichten. Het bepalen van deze polariteit wordt momenteel met de hand gedaan, echter
met de dramatische toename van sociale mediagebruik is dit niet langer haalbaar.

Dit proefschrift beoogt het proces van het inschatten van de reputatie van een merk te
faciliteren en te automatiseren. Wij motiveren dit met gebruikersstudies onder experts in
sociale media analyse. We analyseren drie datasets: een vragenlijst, log data afkomstig
uit een applicatie voor handmatige annotatie en videobeelden van experts die het think-
aloud protocol volgen. De beslissing bij annotaties blijkt het meest te worden beı̈nvloed
door de online en offline autoriteit van de gebruiker die een bericht deelt. Deze online
en offline autoriteit is daarom een sterke indicatie voor de polariteit van reputatie. Daar-
naast geven experts aan dat zij automatisering van zoek- en filtertaken verwelkomen.
Voor deze taken, als ook voor meerdere indicatoren, blijkt achtergrond informatie es-
sentieel. Gebaseerd op de indicatoren die worden gebruikt voor handmatige annotatie
ontwikkelen wij algoritmes voor het automatisch inschatten van de polariteit van repu-
tatie. In tegenstelling tot eerdere statische evaluatie scenarios volgen wij een dynamisch
scenario, dat de dagelijks werkstroom van sociale media analisten nabootst. Onze algo-
ritmes zijn succesvol, omdat we onderscheid maken tussen reputatie en sentiment.

De motivatie voor het tweede deel van dit proefschrift is de wens van analisten om
het zoeken in en filteren van nieuwe media te automatiseren. Wij beschrijven twee verbe-
teringen aan bestaande zoekalgoritmes. De eerste verbetering is gebaseerd op het identifi-
ceren van plotselinge uitbarstingen (bursts) met behulp van tijdreeksanalyse over pseudo-
relevante documenten. We nemen een steekproef uit de termen in deze bursts voor het
modelleren van queries. Dit verbetert de effectiviteit van zoekalgoritmes in nieuws en
blog corpora. Ten tweede is nieuwheid (recency) een belangrijk aspect van relevantie in
sociale media. Geı̈nspireerd door de herinneringsmodellen uit de cognitieve wetenschap
stellen wij nieuwe a priori-kansen (priors) voor de relevantie van documenten voor. Wij
laten zien dat priors gebaseerd op deze herinneringsmodellen effectiever, efficiënter en
plausibeler zijn dan de veelgebruikte temporele priors. Achtergrondinformatie is essen-
tieel voor het filteren van informatie. Daarnaast zijn onderwerpen rondom een entiteit
dynamisch. Voor consistent sterke resultaten van filteralgoritmes is daarom de expertise
van sociale media analisten vereist. De filteralgoritmes die worden gepresenteerd in dit
proefschrift zijn daarom gebaseerd op active learning: wanneer een document niet met
hoge zekerheid kan worden geclassificeerd wordt een handmatige annotatie van de anal-
ist gevraagd. Met behulp van intuı̈ties over bursts en cognitieve priors voor het nemen
van een steekproef uit documenten die lastig te classificeren zijn hebben we erg weinig
hulp van analisten nodig om hoge effectiviteit te bereiken.

We concluderen dat veel aspecten van de annotatie van reputatie geautomatiseerd
kunnen wordenspecifiek met behulp van tijdreeksanalyse, herinneringsmodellen en be-
perkte hulp van experts in de analyse van sociale media.
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Zusammenfassung

In den letzten Jahren sind soziale Medien unter anderem durch die Mobilisierung der
Technologien allgegenwärting geworden. Unmittelbares Teilen von Meinungen über
Produkte ist ein Schatz für Meinungsforscher: sie können nun, ohne die sonst üblichen
Fragebögen, direkt aus Äusserungen von Stakeholdern Meinungen folgern und aggregie-
ren. Bisher war dies zumeist manuelle Arbeit; mit den stets wachsenden Datenmengen
ist dies nicht mehr machbar.

Diese Dissertation erzielt eine Automatisierung der Extraktion der Reputation von
Entitäten aus sozialen Medien. Zunächst analysieren wir die Indikatoren die bei der
Annotation von Reputation verwendet werden. Die Daten für diese Analyse basieren
auf Fragebögen, Logdaten einer Annotationsbenutzeroberfläche und Videos (der Think-
Aloud Methode folgend) von Annotatoren: Social Media Analysten, also Experten.
Hauptresultat dieser Studie ist, dass sowohl die Stellung (online und offline) des Autors
einer Äusserung als auch die Reichweite derselben die Entscheidungsfindung bei der
Annotation erheblich beeinflussen. Desweiteren wünschen sich die Analysten eine Au-
tomatisierung der Informationsbeschaffung (information retrieval) und -filterung. Hin-
tergrundinformationen sind sowohl für die Informationsbeschaffung und -filterung, als
auch für die genaue Bewertung der Indikatoren essentiell.

Ergänzend entwickeln wir Algorithmen, die auf den Indikatoren der Analysten basie-
ren. Frühere Algorithmen wurden mit statischen Simulationsdaten evaluiert. Basierend
auf ebendiesen Daten entwerfen wir ein neues Szenario, das die dynamische Entwick-
lung der Themen um eine Entität simuliert. Unsere Algorithmen sind erfolgreich, da sie
zwischen Reputation und Sentiment unterscheiden.

Motiviert durch das Bedürfnis der Analysten, beschäftigt sich der zweite Teil dieser
Dissertation mit der Automatisierung von Informationsbeschaffung und -filterung. Zu-
nächst präsentieren wir Methoden um plötzliche Ausbrüche (bursts) von bestimmten
Themen in bestehende Algorithmen zu integrieren. Diese plötzlichen Ausbrüche werden
mittels Zeitreihenanalysen pseudo-relevanter Dokumente identifiziert. Die ursprüngli-
chen Suchanfragen werden dann mithilfe der Terme aus den Ausbrüchen neu modelliert.
Gute Resultate auf Zeitungs- und Blogartikeln unterstützen unsere Herangehensweise.

Nun widmen wir uns der Bevorzugung von neueren Dokumenten, da grade in sozia-
len Medien alte Dokumente zu Irrelevanz tendieren. Inspiriert durch Erinnerungsmodelle
der Kognitiven Psychologie, zeigen wir dass eine A-priori-Wahrscheinlichkeit basierend
auf diesen Modellen besser funktioniert als arbiträre Wahrscheinlichkeitsmodelle.

Da Analysten Hintergrundwissen für die Informationsfilterung verwenden und die
Themenbereiche um eine Entität sich stetig verändern, wird ihre Expertise bei kontinuier-
licher und alltäglicher Nutzung der Algorithmen benötigt. Die in dieser Dissertation ver-
wendeten Algorithmen basieren auf aktiven Lernalgorithmen: die Algorithmen fragen
Experten bei Unsicherheit in der Klassifikation um Hilfe. Mit Hilfe von Zeitreihenanal-
ysemethoden und den A-priori-Wahrscheinlichkeiten der vorherigen Dokumenten wer-
den nur sehr wenige manuelle Hilfestellungen (Annotationen) durch Analysten für hohe
Leistungsmessgrößen benötigt.

Das Fazit dieser Dissertation ist, dass sich viele manuelle Prozesse der Annotation
von Reputation automatisieren lassen—insbesondere mit Hilfe von Zeitreihenanalysen,
Erinnerungsmodellen, und wenigen Hilfestellungen der Analysten.
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