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ABSTRACT
The bi-encoder transformer architecture has become popular in
open-domain retrieval, surpassing traditional sparse retrieval meth-
ods. Using hard negatives during training can improve the effective-
ness of dense retrievers, and various techniques have been proposed
to generate these hard negatives. We investigate the effectiveness
of multiple negative sampling methods based on lexical methods
(BM25), clustering, and periodically updated dense indices. We ex-
amine techniques that were introduced for finding hard negatives
in a monolingual setting and reproduce them in a multilingual
setting. We discover a gap amongst these techniques that we fill
by proposing a novel clustered training method. Specifically, we
focus on monolingual retrieval using multilingual dense retriev-
ers across a broad set of diverse languages. We find that negative
sampling based on BM25 negatives is surprisingly effective in an
in-distribution setting, but this finding does not generalize to out-
of-distribution and zero-shot settings, where the newly proposed
method achieves the best results. We conclude with recommen-
dations on which negative sampling methods may be the most
effective given different multilingual retrieval scenarios.
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• Information systems → Retrieval models and ranking; Docu-
ment representation.
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1 INTRODUCTION
Dense retrieval architectures consisting of two transformer models
(bi-encoders) have become the state-of-the-art architecture for pas-
sage retrieval [6, 8, 9, 25]. The dense passage retriever (DPR) model
consists of two transformer models that encode the queries and
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passages separately. Bi-encoder architectures for dense retrieval
are typically employed to pre-compute passage representations
at indexing time, on top of which computationally more costly
re-rankers such as the cross-encoder architecture [4] can be run.

Hard negative mining or negative sampling techniques have
been used in prior work to improve the effectiveness of bi-encoder
models [6, 23, 25]. However, recent work has demonstrated that
reported results can vary significantly based onmultiple factors that
can be easily overlooked. For example, Lassance and Clinchant [10]
show that some previous work uses the titles from the MS MARCO
dataset leading to unfair comparisons with methods that do not use
the titles. In light of this, we implement all the methods compared in
this work from scratch, using the same libraries and library versions,
and evaluate the methods using the same evaluation framework to
provide a fair comparison. All code is publicly available on Github.
Effectiveness of negative sampling strategies on MS MARCO
(English). The choice of negative sampling strategy has a signifi-
cant effect on the effectiveness of the final retrieval model. Based
on the work of Xiong et al. [25], Hofstätter et al. [6], and Wang
and Zuccon [23], we find that clustering-based negative sampling
methods and iterative negative sampling methods offer comparable
performance while outperforming lexical negative sampling meth-
ods (details on the different methods can be found in Section 3.3).
Our goal in this work is to extend the analysis of negative sampling
methods to multilingual retrieval and determine which negative
sampling strategy is best-suited for this understudied setting.
Monolingual retrieval beyond English. Information access in
languages other than English is a topic with a long history in in-
formation retrieval, with resources, benchmarking activities and
algorithm development going back decades; see, e.g., [15] for an
early survey. In contrast, research on DPR has mainly been focused
on English [8, 9, 25], even though some work has been done on
monolingual DPR for other languages, such as Arabic, Japanese,
and Russian [31]. These models have been trained on monolin-
gual corpora and have achieved high performance on monolingual
retrieval tasks.
Multilingual DPR for monolingual retrieval. Using a multilin-
gual DPR model for monolingual purposes has some clear advan-
tages. It allows for leveraging cross-lingual information transfer,
which can improve performance on low-resource languages [31].
Furthermore, a multilingual model can perform zero-shot retrieval
on languages for which it has not been explicitly trained. For ex-
ample, Zhang et al. [31] show that a multilingual dense retrieval
model can be used on a new language in a zero-shot manner with
some success, enabling retrieval even in languages for which no re-
trieval training data is available. Other work [e.g., 1, 2, 11, 13, 19, 30]
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supports this finding. Using a single multilingual model for mono-
lingual retrieval for many different languages is more cost-effective
and scalable than training a separate monolingual model for each
language of interest. Thus, the zero-shot setting is of particular
interest in this work. We explore the capabilities of multilingual bi-
encoders in a monolingual setting. We train our models to perform
retrieval for multiple languages (one model for many languages, i.e.,
multilingual), and we test them on monolingual datasets (queries
and passages in the same language, i.e., monolingual).
Generalizability.We address the generalizability of dense retrieval
models to new data and new languages. This is of particular in-
terest because dense retrieval models are known to struggle with
out-of-distribution data [20, 30], often falling behind traditional
sparse methods when tested in zero-shot settings. Given this draw-
back, we consider the retrieval performance across three settings:
(i) in-distribution, (ii) out-of-distribution, and (iii) zero-shot. The in-
distribution setting gives us an idea of how well a model learns the
distribution of data similar to the training data. Out-of-distribution
testing demonstrates how we may expect a model to perform when
exposed to new types of queries and passages. The zero-shot per-
formance of the models is of particular interest as this represents
the real-world use-case of using a multilingual retrieval model on a
language that it is not trained on as no training data was available
for that language.
Negative sampling. Negative sampling is the process of selecting
negative examples (passages that are not relevant to a given query)
for training a dense retrieval model. Negative examples are used to
train the model to differentiate between relevant and non-relevant
passages. Negative sampling that includes hard negatives (passages
that are similar to the query but are not relevant) is crucial for the
effectiveness of dense retrieval models [6, 25]. Given the impor-
tance of negative sampling, we study the effectiveness of negative
sampling methods in a multilingual setting.

Simple methods to select negative examples for training dense re-
trieval models include random selection from the corpus (DPRbase)
or from BM25’s top-ranked documents (DPRBM). However, these
approaches do not ensure that the negative examples are hard neg-
atives, which has motivated other work.

Hofstätter et al. [6] cluster queries and select queries from the
same cluster for a given batch to increase the probability of in-batch
negatives being hard negatives (TAS-Q). Similarly, passages can be
clustered, and training batches can be built from the same cluster of
passages (TAS-P). Xiong et al. [25] iteratively update a dense index
of the full collection by periodically re-computing representations
of all passages and select passages that are ranked highly (but not
at the top) for each query as negative examples (ANCE).

As part of our reproducibility work, we identify a gap left by
these methods and consider a combination of these two approaches
that combines clustered training with iterative updates produced
using a subset of the collection, which we refer to as iterative clus-
tered training (ICT). Unlike the work in [6], this method uses the
representations from the model being trained to perform clustering
instead of a separate teacher model. The passages are clustered at
the start of every training epoch to ensure that the training objec-
tive remains challenging even as the model learns to differentiate
between similar passages better (ICT-P). Similarly, this method can

also be applied to query representations (ICT-Q). This method is
complementary to existing methods and combines insights from
the methods proposed by Hofstätter et al. [6] and Xiong et al. [25].
Sections 3.2 and 3.3 provide detailed descriptions of these negative
sampling methods.
Main findings.We find that the use of negative sampling meth-
ods yields significant improvements in a multilingual retrieval set-
ting, reproducing the lessons from prior work in English. The ICT
methods perform the best overall, showing the best results in both
out-of-distribution and zero-shot conditions, while achieving the
second-highest scores under the in-distribution condition. ICT-P
performs best out of the two ICT methods. DPRBM shows the best
results under the in-distribution conditions.

Furthermore, we see that TAS style clustering is less effective in
a multilingual setting than the other methods. This contradicts the
lessons learned from English only retrieval, where TAS is competi-
tive with other negative sampling methods (such as ANCE). Thus,
we find that ANCE generalizes better to our new multilingual set-
ting than TAS.

Our results demonstrate that the clustered training method we
propose leads to the best overall retrieval quality in a multilingual
retrieval setting. Finally, we provide recommendations on which
negative sampling method should be used in different scenarios.

2 TASK DEFINITION
Our task is to use multilingual (the same model used with multi-
ple languages) DPR models to perform monolingual (queries and
passages in the same language) dense retrieval. We study the ef-
fectiveness of existing negative sampling techniques as well as our
proposed technique, clustered training, for this task. Extending be-
yond the findings of prior work on English language (monolingual)
retrieval with English models, we explore monolingual retrieval
with multilingual models and test whether these findings can be
reproduced in this new setting. We investigate the effectiveness of
each negative sampling technique under three conditions: (i) in-dis-
tribution, (ii) out-of-distribution, and (iii) zero-shot.
• The in-distribution condition uses test data from the same datasets
used to train the models. The in-distribution test datasets consists
of languages the models have been trained on for retrieval. As the
training and test data were all gathered using the same methods
at the same time, we consider this to be the in-distribution setting.

• The out-of-distribution condition uses test data from datasets that
are different from the models’ training datasets. The test sets
employed under this condition solely consist of languages the
models have been trained on for retrieval. As these test datasets
were built using different methods, at different times, and by
different contributors compared to the training data for the mod-
els, we call this the out-of-distribution setting. This setting is
out-of-distribution with respect to the testing datasets.

• Similar to the out-of-distribution setting the zero-shot testing con-
dition uses test datasets that were built using different methods,
at different times, and by different contributors compared to the
training data for the models. However, the test sets under this
condition consist solely of languages the models have not been
trained on for retrieval. This setting is out-of-distribution with
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respect to both the test datasets and the languages being tested.
Hence, this is our zero-shot test setting.

3 NEGATIVE SAMPLING FOR DENSE
RETRIEVAL

We recall DPR and negative sampling techniques that have been
considered for DPR. We discover a natural but “missing” approach
for negative sampling, which we then describe in detail.

3.1 Dense passage retriever (DPR)
Our work uses the DPR model [8]; one of the first effective dense
retrieval models. The DPR model consists of two BERT encoders, a
passage encoder 𝐸𝑝 (·) and a query encoder 𝐸𝑞 (·), used to encode
passages and queries separately. The passage encoder 𝐸𝑝 (·) is used
to encode all passages into 𝑑-dimensional vectors, and a dense
retrieval index is built with FAISS [7] for all𝑀 passages [8].

During retrieval, the query encoder 𝐸𝑞 (·) is used to encode a
query to a 𝑑-dimensional vector and a desired number of passages
are retrieved from the index where the passage vectors are most
similar to the query vector. The similarity is simply defined as the
dot product of two vectors [8]:

sim(𝑞, 𝑝) = 𝐸𝑄 (𝑞)⊺𝐸𝑝 (𝑝). (1)

The training goal is to learn encoders 𝐸𝑝 (·) and 𝐸𝑞 (·) such that the
encoded representations for relevant queries and passage pairs have
higher similarity relative to irrelevant query and passage pairs. Con-
sider 𝐷 = {⟨𝑞𝑖 , 𝑝+𝑖 , 𝑝

−
𝑖,1, . . . , 𝑝

−
𝑖,𝑛

⟩}𝑚
𝑖=1, where 𝐷 is a training batch

consisting of𝑚 instances. Each such instance contains a question 𝑞𝑖
and a relevant passage 𝑝+

𝑖
, as well as 𝑛 irrelevant passages 𝑝−

𝑖, 𝑗
[8].

In our work, we use the in-batch negative [8] strategywhen train-
ing the models. Therefore, the irrelevant passages are the relevant
passages for the other queries in the batch.

The loss function is optimized as the negative log likelihood of
the relevant passage:

𝐿(𝑞𝑖 , 𝑝+𝑖 , 𝑝
−
𝑖,1, . . . , 𝑝

−
𝑖,𝑛) = − log

esim(𝑞𝑖 ,𝑝+
𝑖 )

esim(𝑞𝑖 ,𝑝+
𝑖
) +∑𝑛

𝑗=1 e
sim(𝑞𝑖 ,𝑝−

(𝑖,𝑗 ) )
. (2)

The original DPR model was initialized from BERT [4] (English).
However, the models in this work are initialized with Multilingual
BERT (mBERT), following [31], to facilitate multilingual retrieval.

3.2 Key characteristics of negative sampling
methods

We observe three key dimensions of negative sampling techniques
for dense retrieval:
Iterative or non-iterative: whether the negative samples are up-

dated periodically during training;
Negative mining model: the model used to find the hard nega-

tives; and
Hard negative source: what is the source of the hard negatives,

i.e., whether the hard negatives are sampled from the corpus
or from the training passages or queries (the size of the cor-
pus is much bigger than the number of training queries/pas-
sages).

Table 1 summarizes the negative sampling methods we have listed
so far and the design decisions made for the three dimensions listed

Table 1: Overview of negative sampling methods used for
dense retrieval DPR and their features. Top: previously pub-
lished. Bottom: newly proposed.

Negative Hard Iterative
Model Source mining model negative source updates

Base [8] N/A N/A N/A
BM25 [8] BM25 Full corpus No
TAS-Q [6] Teacher model Training queries No
TAS-P [6] Teacher model Training passages No
ANCE [25] Self Full corpus Yes

ICT-Q This paper Self Training queries Yes
ICT-P This paper Self Training passages Yes

above. The top part of the table shows the decisions of the existing
negative sampling techniques. We observe that there is a gap in the
existing methods: they do not consider the use of clustering self-
generated (the model being trained) representations periodically to
generate hard negatives. The bottom part of the table characterizes
these gaps, which we describe in detail in Section 3.3.

3.3 Current negative sampling techniques
Random negatives (DPRbase). A dense retrieval model can easily
be trainedwith randomnegatives in an inbatch-negative contrastive
loss training scheme [8]. Here, a single training sample 𝑠 consists of
a query 𝑞, out of the full set of queries 𝑄 , and its relevant passage
𝑝𝑞 . Then, a single training batch 𝐵 of batch size 𝑏 out of the full set
of n training batches 𝐷 is built as follows:

𝐷 =

𝑛∑︁
𝑖=1

𝐵𝑖 (3)

𝐵 = {(𝑞, 𝑝𝑞) | 𝑞 ∈ 𝑟𝑎𝑛𝑑𝑜𝑚(𝑄,𝑏)}. (4)

Here, 𝐵𝑖 is the 𝑖-th batch of the full set 𝐷 and 𝑟𝑎𝑛𝑑𝑜𝑚(𝑄,𝑏) are 𝑏
queries randomly sampled from 𝑄 without replacement. Then the
dense retriever can be trained as described in Section 3.1.
BM25 negatives (DPRBM). Negatives can be sampled from the
corpus using the BM25 algorithm [16] by sampling passages from
the top k retrieved passages. The BM25 algorithm is a bag-of-words
retrieval function that ranks a set of documents (or passages) based
on the query terms appearing in each document.We refer the reader
to [8, Section 3.2] for a detailed description of using BM25 to sample
negatives for training dense retrievers.
Topic aware sampling (TAS-Q and TAS-P). Topic aware sam-
pling (TAS) [6] is a technique that aims to improve the effectiveness
of dense retrievers by building training batches where all in-batch
negatives are hard negatives for any given query. TAS achieves this
by clustering queries once at the beginning of training and then
sampling from those clusters to build training batches (TAS-Q).
TAS style negative sampling requires a teacher model (any model
trained to generate representations) to generate the initial repre-
sentations used for clustering. For completeness, we also study
the effect of sampling from passage clusters (TAS-P) in addition
to query clusters. See [6, Section 3] for a detailed description of
the TAS algorithm. Note that, the original TAS method also used
knowledge distillation in a dual-teacher setup (see [6, Section 2.3]),
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but we only consider the negative sampling strategy proposed in
the same work.
ANCE. Approximate nearest neighbor negative contrastive estima-
tion (ANCE) [25] is a technique that aims to improve the effective-
ness of dense retrievers by using hard negatives during training.
ANCE accomplishes this by periodically identifying false positive
examples using the retrieval model currently being trained. As the
hard negatives are periodically updated, we refer to this as an it-
erative method. The false positive examples are then used as hard
negatives for the next training epoch. ANCE requires maintaining
a continuously updated dense index, which requires significant
compute resources. Further details on the ANCE algorithm can be
found in [25, Section 4].
Iterative clustered training (ICT-Q and ICT-P).Considering the
established need to ensure the presence of hard negatives [25] when
training DPR models, we combine intuitions from ANCE and TAS
to use clustering to place similar training samples in each training
batch. However, unlike with TAS style negative sampling, text
representations are generated by the model itself, thus eliminating
the need for a teacher model. The representations used in clustering
can be either passage or query representations. Similar to ANCE,
we also iteratively update the representations used to perform
clustering. But, clustered training methods are more efficient than
ANCE since they only cluster the training queries or passages
(unlike ANCE where a full index of the corpus is built to update
the hard negatives). In a typical information retrieval setup, the
number of training queries or passages is much smaller than the
total number of documents in the corpus.

We provide a formal description of the clustered training method
below. Note that we provide the method for clustering passages
ICT-P, but the process for clustering queries remains the same with
queries ICT-Q replacing passages in the method.

Before each training epoch, we group all training samples 𝑆 into
𝑘 clusters with k-means clustering based on the passage represen-
tations generated by the passage encoder 𝐸𝑝 (·). The objective of
the clustering is to minimize the following:

arg𝐶 min
𝑘∑︁
𝑖=1

∑︁
𝑝∈𝐶𝑖

∥𝑝 − 𝜇𝑖 ∥2 . (5)

Here, 𝜇𝑖 is the centroid of the cluster𝐶𝑖 and 𝑝 is a passage represen-
tation generated by 𝐸𝑝 (·). Now, the training samples 𝑆 are grouped
into 𝑘 clusters 𝐶𝑖 where 𝑖 ∈ {1, . . . , 𝑘}.

Next, we split each cluster 𝐶 containing |𝐶 | samples, where
|𝐶 | > 𝑏 into sub-clusters 𝑐 𝑗 such that |𝑐 𝑗 | ≤ 𝑏. For a cluster 𝐶𝑖 :

𝐶𝑖 =

{
𝑐 ∈ {1, . . . , 𝑗} | 𝑗 =

⌈
|𝐶 |
𝑏

⌉}
. (6)

Then, |𝑐 𝑗 | ≤ 𝑏. Finally, we combine all sub-clusters containing
less than 𝑏 samples such that each combined cluster contains 𝑏
or fewer samples until no further combinations are possible. The
set of all sub-clusters of size 𝑏, all combined sub-clusters, and any
sub-clusters that could not be combined becomes the set of training
batches for a training epoch.

Then, the training dataset consisting of the set of training batches,
built according to the above procedure, is used to train a dense re-
trieval model. The clustering representations are refreshed periodi-
cally during training. We refer to this method as iterative clustered
training (ICT), and it comes in two flavors: ICT-Q for clustered
training on queries and ICT-P for clustered training on passages.

3.4 Summary of negative sampling techniques
We first looked at the in-batch negative sampling technique used
in the original DPR paper [8]. Then, we summarized the BM25
negative sampling technique [8]. Next, we described the topic-
aware sampling technique [6] and, finally, the ANCE technique [25].
We also introduced iterative clustered training, which combines
ideas from [6] and [25] and fills a gap left by previously proposed
methods. Our next step is to perform a systematic comparison of
these negative sampling methods for dense retrieval under three
conditions: in-distribution, out-of-distribution, and zero-shot.

4 EXPERIMENTAL DESIGN
We now describe the training and evaluation processes, the datasets
used at query and passage level, and the models that we used in
the systematic comparison of negative sampling methods for dense
retrieval promised at the end of the previous section,

4.1 Process
We describe the process of training and evaluating the models
below.
Training. The DPR models discussed in this work are trained in
two steps. First, the model is pre-finetuned on English and then
finetuned on the combined training sets of all available languages.
We follow this procedure to train models using each of the negative
sampling techniques discussed in Section 3.
Evaluation. Each model is evaluated in the three settings described
in Section 2: in-distribution, out-of-distribution, and zero-shot.

The specific implementation details for each of these processes are
discussed in the remainder of this section.

4.2 Datasets
Training datasets. All models evaluated in this work are trained
on the same datasets. The MS MARCO (MAchine Reading COmpre-
hension) dataset (English) [14] is used for pre-finetuning, followed
by fine-tuning on the Mr. TyDi collection of datasets [30].

The Mr. TyDi [30] dataset is a multilingual retrieval benchmark
based on the TyDi dataset [3]. Mr. TyDi contains data from eleven
typologically diverse languages, some of which are written in Latin
script, while the others are written in other scripts (with no two
languages sharing the same non-Latin script) [30]. Table 2 shows
the languages and the number of associated queries and passages
for each language.
Testing datasets. Three collections of datasets/benchmarks are
used for testing the models in three conditions: in-distribution, out-
of-distribution, and zero-shot. For the in-distribution setting, we use
the test sets from the Mr. TyDi dataset, as all models were trained
on the Mr. TyDi train sets.
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Table 2: Mr. TyDi languages and the associated number of
queries and passages.

Language # Train queries # Test queries # Corpus size

Arabic 12,377 1,081 2,106,586
Bengali 1,713 111 304,059
English 3,547 744 32,907,100
Finnish 6,561 1,254 1,908,757
Indonesian 4,902 829 1,469,399
Japanese 3,697 720 7,000,027
Korean 1,295 421 1,496,126
Russian 5,366 995 9,597,504
Swahili 2,072 670 136,689
Telugu 3,880 646 548,224
Thai 3,319 1,190 568,855

Table 3: The datasets used at each stage of the study.

Stage Condition Dataset

Training pFT (pre-finetuning) MS MARCO

FT (finetuning) Mr. TyDi

Testing

In-distribution Mr. TyDi

Out-of-distribution mMARCO (known languages)

Zero-shot

mMARCO (unknown languages)
BSARD (French)
GerDaLIR (German)
Multi-CPR E-com (Chinese)
Multi-CPR video (Chinese)

The mMARCO [2] dataset consists of 13 different languages
created using machine translation from the MS MARCO dataset.
Four of these languages (Arabic, Indonesian, Japanese, Russian) are
common to both mMARCO and Mr. TyDi. These four languages
are used to evaluate the models in the out-of-distribution setting
as they represent languages the models are trained on but created
using different methods.

The remaining nine languages from mMARCO (Chinese, Dutch,
French, German, Hindi, Italian, Portuguese, Spanish, Vietnamese)
are not found in Mr. TyDi, and thus, the models have not been
trained on these languages for retrieval. Since mMARCO consists of
machine translated datasets, we include human annotated datasets
in our test datasets for the languages where we were able to find a
retrieval dataset. These datasets are Multi-CPR (E-commerce and
entertainment), BSARD (Legal IR), and GerDaLIR (Legal IR) for
Chinese, French, and German respectively. In addition to being
unknown languages, these datasets are out-of-domain in terms
of data distribution as the retrieved documents are from different
domains. Therefore, these languages are used to evaluate themodels
in the zero-shot setting.

The datasets that are used in this work, and their purpose, are
summarized in Table 3.
Analysis datasets. Finally, we also use two additional datasets for
further analysis (see Section 6) beyond our main results. We use
the unknown languages from MIRACL [32], an updated version
of the Mr. TyDi dataset, to form an in-distribution, unknown lan-
guage setting. Then, we use the nine smallest datasets (for faster

evaluation) from BEIR [20], designed to evaluate out-of-domain
performance of retrieval models, to form an out-of-domain, known
language setting.

4.3 Models
We train DPR models with different negative sampling methods
using the Simple Transformers1 framework, which is based on Hug-
gingface Transformers [24]. All models we train use mBERT2 as the
starting point, are then pre-finetuned onMSMARCO, and finetuned
on the complete training set of Mr. TyDi. They consist of a DPR
transformer bi-encoder, with distinct encoders for the queries and
passages, initialized from mBERT (bert-base-multilingual-cased).

The models trained with TAS negative sampling require two
teacher models to perform negative sampling. The first, used for
the English pretraining step, is a publicly available DistilBERT3
model. The second, used for multilingual finetuning, is a publicly
available BERT model4 trained on the Mr. TyDi training set.

To specify the DPR models that we train, we use the abbrevi-
ations and acronyms introduced for the corresponding negative
sampling methods in Section 3.3 and 3.3, and summarized in Table 1:
• DPRbase: A DPR model trained without any negative sampling.
• DPRBM: A DPR model trained with BM255 negatives.
• TAS-Q: A DPR model trained with TAS negative sampling on
queries.

• TAS-P: A DPR model trained with TAS negative sampling on
passages.

• ANCE: A DPR model trained with ANCE negative sampling.
• ICT-Q: A DPR model trained with ICT using training queries.
• ICT-P: A DPR model trained with ICT using training passages.

4.4 Implementation
Training pipeline. Using the Adam optimizer, each model is
trained for 40 epochs with a learning rate of 1e-5 and a batch size
of 16. Negative log likelihood loss is used as the loss function. This
procedure is followed separately for both the pre-finetuning (pFT)
and the finetuning (FT) steps. The model, initialized from mBERT,
is pre-finetuned on the MS MARCO dataset for 40 epochs and is
then finetuned for another 40 epochs on the combined training sets
of Mr. TyDi following the setup in [31]. The representations are
updated every 10 epochs for the iterative methods.
Evaluation and testing. Following [30, 31], we report the MRR
and Recall@100 scores for each test dataset. We test the seven DPR
models on two datasets, theMr. TyDi benchmark and themMARCO
dataset, under three settings. We report results under the three
conditions, in-distribution (Mr. TyDi test sets), out-of-distribution
(mMARCO languages that are present in Mr. TyDi), and zero-shot
(mMARCO languages that are not present in Mr. TyDi).

We consider observed differences to be statistically significant if
𝑝 < 0.05 in a paired t-test. We write ** to indicate 𝑝 < 0.01 and *

to indicate 𝑝 < 0.05. Statistical significance is computed between
each dataset’s highest and second-highest scores.

1https://github.com/ThilinaRajapakse/simpletransformers
2https://github.com/google-research/bert
3https://huggingface.co/sentence-transformers/msmarco-distilbert-base-tas-b
4https://huggingface.co/castorini/mdpr-tied-pft-msmarco-ft-all
5https://github.com/castorini/pyserini

https://github.com/ThilinaRajapakse/ simpletransformers
https://github.com/google-research/bert
https://huggingface.co/sentence-transformers/msmarco-distilbert-base-tas-b
https://huggingface.co/castorini/mdpr-tied-pft-msmarco-ft-all
https://github.com/castorini/pyserini
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Table 4: Results on the Mr Tydi (in-distribution) datasets.

MRR@100 Recall@100

Dataset ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q

ar 0.524 0.247 0.457 0.417 0.586** 0.305 0.422 0.413 0.868 0.636 0.884 0.882 0.907** 0.856 0.865 0.859
bn 0.446 0.333 0.492 0.469 0.563 0.398 0.454 0.494 0.847 0.730 0.919 0.919 0.901 0.892 0.901 0.910
fi 0.419 0.161 0.431 0.396 0.471** 0.259 0.373 0.357 0.828 0.507 0.856 0.866 0.881 0.823 0.836 0.854
id 0.475 0.288 0.427 0.413 0.502* 0.321 0.402 0.382 0.870 0.742 0.877 0.878 0.903** 0.864 0.876 0.876
ja 0.333 0.173 0.362 0.319 0.430** 0.215 0.314 0.284 0.794 0.624 0.835 0.844 0.864* 0.808 0.814 0.815
ko 0.354 0.196 0.343 0.323 0.399** 0.239 0.316 0.306 0.753 0.360 0.753 0.760 0.805** 0.720 0.732 0.724
ru 0.410 0.209 0.350 0.326 0.436* 0.241 0.317 0.294 0.821 0.462 0.843 0.859 0.871 0.813 0.826 0.838
sw 0.397 0.363 0.530 0.492 0.530 0.386 0.507 0.438 0.785 0.743 0.863 0.881 0.870 0.852 0.854 0.867
te 0.677 0.186 0.703 0.579 0.774** 0.469 0.594 0.461 0.921 0.426 0.967 0.964 0.966 0.947 0.966 0.966
th 0.416 0.161 0.423 0.384 0.489** 0.288 0.392 0.353 0.807 0.489 0.887 0.905 0.842 0.863 0.873 0.893

Table 5: Results on the MMARCO OOD datasets.

MRR@100 Recall@100

Dataset ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q

ar 0.092 0.106 0.138** 0.125 0.105 0.103 0.124 0.116 0.355 0.375 0.461** 0.441 0.370 0.409 0.428 0.433
id 0.114 0.154** 0.140 0.124 0.118 0.099 0.117 0.115 0.425 0.541** 0.509 0.487 0.439 0.435 0.474 0.470
ja 0.128 0.136 0.167** 0.157 0.139 0.129 0.153 0.147 0.462 0.469 0.545 0.540 0.474 0.506 0.522 0.524
ru 0.134 0.102 0.157** 0.143 0.139 0.124 0.137 0.136 0.480 0.354 0.541** 0.531 0.482 0.498 0.503 0.509

5 RESULTS
5.1 In-distribution results (Known language)
Table 4 shows the MRR@100 and Recall@100 scores obtained by
each model on the Mr. TyDi test sets (the in-distribution setting).

We find that DPRBM outperforms all other methods across all
languages (statistically significant for all but two languages) in the
in-distribution setting. This indicates that simple BM25 negatives
are surprisingly effective when training multilingual dense retriev-
ers. While Hofstätter et al. [6], who introduced TAS-style negative
sampling, demonstrated impressive retrieval effectiveness, our re-
sults indicate that most of the improvements possibly came from
the other techniques used in [6] (e.g., knowledge distillation).

ICT-P, obtains the second-best performance with the passage
clustering approach outperforming query clustering across the
board. We see the same pattern with TAS clustering where TAS-P
outperforms TAS-Q. We believe the better performance of clus-
tering passages instead of queries is likely due to passages being
longer and containing more information, leading to better clusters
and harder negatives.

ANCE performance is close to ICT-P performance, with ICT-P
obtaining higher MRR@100 on six languages while ANCE obtains
higher MRR@100 on four languages. In terms of Recall@100, ICT-P
gets higher scores than ANCE on all languages except Korean (tie).

DPRbase with random in-batch negatives performs the worst out
of all methods, confirming that effective negative sampling methods
are essential to train good dense retrievers in a multilingual setting.

Based on these results, we recommend using negative sampling
based on BM25 hard negatives when training a multilingual dense
retrieval model if the model is primarily tasked with retrieval in
an in-distribution setting. We further analyze the effectiveness of
DPRBM in the in-distribution setting in Section 6.1.

5.2 Out-of-distribution results (Known
language)

Table 5 shows the MRR@100 and Recall@100 scores for each model
on the out-of-distribution language datasets frommMARCO. In this
setting, the two variants of iterative clustered training, ICT-P and
ICT-Q, outperform all other negative sampling methods. Similar to
the in-distribution setting, we again see that passage-based clus-
tering yields better results than query-based clustering, with the
ICT-P model obtaining the highest scores of the negative sampling
methods on all four languages (statistically significant).

We compare ICT-P and DPRBM on BEIR datasets (English lan-
guage) to confirm our findings in the out-of-distribution setting
free from machine translation artifacts in Section 6.2.

These results indicate that the clustered training methods (both
ICT-P and ICT-Q) provide superior out-of-distribution results com-
pared to the other negative sampling methods.

5.3 Zero-shot results (Unknown language)
Next, Table 6 shows the MRR@100 and Recal@100 scores obtained
by each model on the zero-shot languages. This is the setting that
we are most interested in as it represents the real-world scenario of
using a multilingual dense retrieval model for monolingual retrieval
in a language that it has not been trained on for retrieval.

Similar to the out-of-distribution setting, the ICT methods out-
perform all other methods on all zero-shot languages (statistically
significant). Again, we see that clustering passages yields better
results compared to clustering queries for both ICT and TAS-style
clustering.

We also report results on four additional retrieval datasets in
zero-shot languages (French, German, and Chinese) to confirm
that the results on the mMARCO datasets are not due to machine
translation artifacts. In addition to these datasets being zero-shot
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Table 6: Results on the MMARCO zero-shot datasets.

MRR@100 Recall@100

Dataset ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q

zh 0.136 0.119 0.169** 0.164 0.145 0.135 0.154 0.154 0.499 0.451 0.576 0.578 0.515 0.529 0.543 0.547
nl 0.155 0.142 0.172** 0.154 0.150 0.128 0.148 0.142 0.518 0.488 0.582** 0.567 0.513 0.517 0.534 0.535
fr 0.159 0.149 0.186** 0.167 0.157 0.139 0.159 0.154 0.548 0.519 0.611 0.608 0.551 0.560 0.567 0.573
de 0.156 0.135 0.175** 0.158 0.158 0.137 0.156 0.150 0.517 0.464 0.575** 0.561 0.519 0.530 0.534 0.538
hi 0.087 0.134 0.141 0.130 0.107 0.111 0.131 0.128 0.324 0.470 0.470 0.462 0.387 0.435 0.453 0.449
it 0.154 0.145 0.179** 0.166 0.154 0.137 0.155 0.151 0.543 0.499 0.604** 0.593 0.541 0.546 0.561 0.560
pt 0.156 0.158 0.185** 0.168 0.152 0.140 0.160 0.160 0.537 0.544 0.604** 0.593 0.534 0.542 0.563 0.568
es 0.170 0.159 0.196** 0.177 0.164 0.147 0.168 0.166 0.566 0.551 0.635** 0.624 0.558 0.578 0.590 0.594
vi 0.118 0.140 0.141 0.126 0.121 0.106 0.120 0.118 0.423 0.508 0.498 0.481 0.439 0.444 0.461 0.459

Table 7: Results on the other zero-shot datasets.

MRR@100 Recall@100

Dataset ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q ANCE BM25 ICT-P ICT-Q DPRBM DPRbase TAS-P TAS-Q

BSARD 0.150 0.225* 0.161 0.168 0.146 0.161 0.147 0.148 0.310 0.466 0.368 0.398 0.352 0.430 0.383 0.348
GerDaLIR 0.120 0.199**0.163 0.151 0.104 0.148 0.158 0.144 0.349 0.650**0.422 0.401 0.319 0.401 0.409 0.387
Multi-CPR Ecom 0.118 0.293**0.191 0.192 0.118 0.190 0.188 0.203 0.399 0.711**0.530 0.549 0.409 0.550 0.542 0.552
Multi-CPR Video 0.112 0.230 0.203 0.210 0.124 0.188 0.199 0.204 0.449 0.735**0.634 0.648 0.469 0.601 0.650 0.666

languages, they are out-of-domain datasets as described in Sec-
tion 4.2. Table 7 shows that the ICT methods outperform the other
negative sampling methods on these human annotated datasets.
However, we see that the baseline BM25 model outperforms the
dense retrieval method on these datasets. This agrees with findings
from Thakur et al. [20] that the lexical-based BM25 method can be
superior to dense retrievers in an out-of-domain setting.

The results from the zero-shot language tests shows that the
iterative ICT methods (ICT-P and ICT-Q) show superior domain
adaptability as well as adaptability to new languages compared to
the other negative sampling methods.

5.4 Summary of results
Finally, we summarize the findings from this section.
• DPRBM demonstrates impressive results on in-distribution test
sets, outperforming all other methods.

• ICT outperforms the other negative sampling methods in out-of-
distribution and zero-shot settings.

• TAS-style clustering using an external model underperforms
other negative sampling techniques in a multilingual setting.

6 ANALYSIS
We look at two variants of the three main settings from Section 5
and consider the two best-performing negative sampling methods,
namely, ICT-P and DPRBM.

6.1 In-distribution data, unknown language
We introduce a variant of the in-distribution setting to further ana-
lyze the effectiveness of DPRBM under in-distribution testing condi-
tions.We compare the performance of theDPRBM and ICT-Pmodels
(best and second-best results in the in-distribution setting, respec-
tively) on the MIRACL languages that do not appear in Mr. TyDi.
In this setting, we test on data that is in-distribution in terms of

Table 8: Results on the MIRACL zero-shot languages.

MRR@100 Recall@100

Dataset ICT-P DPRBM ICT-P DPRBM
German 0.435 0.458 0.767 0.772
Spanish 0.512 0.572** 0.712 0.700
Persian 0.434 0.461 0.805** 0.764
French 0.389 0.459** 0.782 0.798
Hindi 0.412 0.451* 0.732 0.727
Yoruba 0.540 0.577 0.866 0.861
Chinese 0.517 0.511 0.854** 0.815

data collection, annotation, and sources, but zero-shot in terms of
the language.

In Table 8we see that DPRBM outperforms ICT-P on in-distribution
data in terms of ranking metrics even when the language is new
to the model. Interestingly, ICT-P gets better recall than DPRBM,
unlike what we saw in Section 5.1. This suggests that the better
generalizability of the ICT-P model helps it adapt to the newer lan-
guages. However, DPRBM still has better overall performance in
the in-distribution setting which strengthens our recommendation
to use DPRBM for in-distribution multilingual retrieval scenarios.

6.2 Out-of-domain data, known language
Now, we compare the performance of ICT-P and DPRBM on BEIR
which presents a setting where the data is out-of-domain (out-of-
distribution and new domains) but in a known language (English).

In Table 9, we see that the ICT-P model outperforms the DPRBM
model in the out-of-domain, known language setting. This serves to
confirm our recommendation to use ICT-P models in a multilingual
retrieval setting where generalizability to new data distributions or
domains is needed. We also report nDCG@10 for the BEIR results
as this is the official metric used in [20].
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Table 9: Results on the BEIR datasets.

nDCG@10 MRR@100 Recall@100

Dataset ICT-P DPRBM ICT-P DPRBM ICT-P DPRBM
ArguAna 0.304** 0.235 0.214** 0.165 0.891** 0.852
CQA Dup Stack 0.207** 0.147 0.219** 0.154 0.406** 0.320
DBPedia 0.230 0.238 0.510 0.538 0.324 0.332
FiQa 0.205** 0.181 0.265* 0.239 0.475** 0.432
NFCorpus 0.214** 0.192 0.395 0.386 0.202** 0.182
Quora 0.770** 0.264 0.760** 0.256 0.967** 0.613
SciDocs 0.084* 0.077 0.175* 0.156 0.203 0.204
SciFact 0.420 0.396 0.399 0.370 0.753 0.775
TREC-COVID 0.464** 0.355 0.696 0.583 0.057 0.051

7 RELATEDWORK
Dense retrieval. Traditionally, passage retrieval has been per-
formed using sparse retrievalmethods such as BM25 [22]. Karpukhin
et al. [8] show that transformer-based [21] dual-encoder models
can surpass traditional sparse methods by using the ability of
transformer models to represent semantic meaning, unlike clas-
sic keyword-based methods. However, later work [17, 18, 20, 28]
has shown that dense retrieval models, specifically dual-encoder
models, struggle to generalize to out-of-distribution data.
Improved training regimes to boost generalizability. Prior
work has proposed a range of data generation, data augmentation,
and data selection techniques for improving the effectiveness of
dense retrieval models. Since the release of the BEIR benchmark
[20], researchers have begun to specifically consider whether these
techniques improve out-of-distribution generalization as well as
in-domain effectiveness. Negative sampling techniques [6, 8, 25]
represent one such approach to improve the generalizability of
dense retrievers. We focus on their effectiveness in boosting the
generalizability of dense retrievers in a multilingual setting.
Negative sampling for dense retrieval. Early dense retrieval
models like DPR [8] select their negative training examples from a
combination of false positives identified by BM25 and from other
queries in the same training batch (“in-batch negatives”). ANCE
[25] demonstrates the importance of selecting hard negative train-
ing examples, which it accomplishes by periodically identifying
false positive examples using the retrieval model currently being
trained. Although the original work focuses on in-distribution per-
formance and does not explore out-of-distribution or zero-shot
retrieval, later work [20] shows that out-of-distribution results also
improve. ANCE requires maintaining a continuously updated dense
index, which requires significant compute resources, though these
requirements can be reduced by freezing the document encoder for
part of training [27]. Alternatively, computational requirements can
be reduced by caching negative examples rather than periodically
recomputing the entire index [12, 26].

Rather than using a dense retrieval model to mine hard negative
examples, TAS-B [6] creates difficult training batches by clustering
queries once at the start of training and then samples from those
clusters to build training batches. TAS-B combines this with knowl-
edge distillation to improve the retrieval performance of dense
retrievers. TAS-B uses a separately trained BERT model to generate
the representations for the clustering. Therefore, the effectiveness

of TAS-B is dependent on the availability of a teacher model, which
can be a restrictive constraint in a multilingual setting.

A systematic comparison of negative samplingmethods for dense
retrieval under different generalizability conditions (in-distribution,
out-of-distribution, zero-shot) is missing. This is the gap that we fill.
We consider a rich multilingual setting that allows us to formulate
all three conditions, and we discover a gap in the choices available
for negative sampling for dense retrieval so far.
Multilingual retrieval. To understand the generalizability of
dense retrievers we consider a multilingual setting, that naturally al-
lows us to consider challenging in-distribution, out-of-distribution,
and zero-shot settings. The literature on information retrieval in
multiple languages is rich. Cross-lingual retrieval (queries in one
language and passages in another), in particular, has been the focus
of many publications, and we refer the reader to [5, 29] for recent
surveys on this area. However, our work focuses on multilingual
retrieval, where both queries and passages are in the same language
(monolingual), but themodels used supportmonolingual retrieval in
many languages. However, cross-lingual and multilingual retrieval
both benefit from cross-lingual transfer capabilities, particularly of
large language models. The zero-shot knowledge transfer ability of
large language models has previously been studied in [13, 19].

Zhang et al. [31] offer a comprehensive guide on training mul-
tilingual dense retrievers based on the Mr. TyDi benchmark and
focuses on monolingual retrieval with multilingual retrievers. We
also focus on the same task, however, we pay careful attention
to the generalizability of the multilingual dense retrievers, both
for out-of-distribution data and for new languages. We analyze
the effectiveness of different negative sampling methods under the
in-distribution, out-of-distribution, and zero-shot conditions in a
multilingual setting, and investigate whether existing findings from
English language research generalizes to these new conditions.

8 DISCUSSION
We discuss the strengths and weaknesses of the negative sampling
techniques we have investigated and our central reproducibility
question, viz. how existing findings from English language models
and datasets generalize to the setting of monolingual retrieval with
multilingual models. We also discuss the implications for the use
of multilingual dense retrieval models in practice.
Generalizability of English language findings to the multi-
lingual setting. Broadly speaking, we found that existing findings
on English language retrieval (the importance of the presence of
hard negatives) generalize to the multilingual domain. Good hard
negative sampling methods yields significant improvements in mul-
tilingual retrieval quality. However, one of the most effective neg-
ative sampling methods, TAS, is less effective in the multilingual
setting. We believe that this is due to the comparative lack of ef-
fective teacher models that can be employed to generate the query
or passage representations for clustering. Therefore, the iterative
negative mining methods (ICT-P, ICT-Q, and ANCE) demonstrate
superior retrieval quality over the non-iterative methods as they
do not require external models to perform negative sampling.
DPRbase (Randomnegatives) requires no additional data, models,
or hardware resources to be used. It also requires the least training
time and is the simplest to implement, but it is also the least effective
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of themethods we have investigated.We recommend using DPRbase
only when no additional data, models, or hardware resources are
available and training time efficiency is the primary concern.
DPRBM (Non-iterative BM25 negatives) requires an external
BM25 model to find negatives. However, BM25 is a sparse retrieval
method and is generally much faster and cheaper than dense re-
trieval methods. Therefore, DPRBM can be used with little addi-
tional effort in most cases. DPRBM does not require any additional
hardware resources to use.

Using BM25 negatives is surprisingly effective as long as there is
little distributional shift between the training and test data, demon-
strating superior retrieval quality in the in-distribution setting com-
pared to the other methods. Based on these factors, we recommend
using DPRBM when the model is used mostly for in-domain re-
trieval. This contradicts in-distribution English language findings
where negative sampling methods like ANCE and TAS were devel-
oped in order to improve over BM25 negatives.
ICT-Q and ICT-P (Iterative, clustering-based negatives) ICT-P
demonstrated superior performance in all three settings between
the two ICT methods. While ICT-Q is marginally faster in the clus-
tering phases during training due to queries usually being shorter
than passages, we do not believe this makes a practical difference.
Therefore, we recommend using ICT-P over ICT-Q.

Overall, ICT-P obtained the best results in two out of three set-
tings (out-of-distribution and zero-shot). Based on this, we rec-
ommend using ICT-P as the negative sampling method in most
multilingual retrieval scenarios except for the special case detailed
above (the model is intended for use in an in-distribution setting).
TAS-Q and TAS-P (Non-iterative, clustering-based negatives)
While both TAS-Q and TAS-P outperform DPRbase across all three
settings, they perform similar or inferior to the other negative
sampling methods. In addition to this, these two negative sampling
methods require an external model to perform the clustering in
order to sample similar queries/passages for training batches.

We believe that a possible reason for TAS negative sampling to
underperform in a multilingual setting is that it relies heavily on the
external model used for clustering to find good hard negatives. The
external models available in the multilingual retrieval setting tend
to be less effective and reliable compared to the models available
for English such as ColBERT [9]. Furthermore, while the approach
in [6] performs well in an English language setting, it uses other
techniques, such as knowledge distillation, in addition to negative
sampling explored in this work. Wang and Zuccon [23] also found
that TAS-style negative sampling, without knowledge distillation,
can underperform random negatives in an English language setting
indicating that the success of [6] could largely have been influenced
by the effectiveness of knowledge distillation. Due to these limita-
tions, we do not recommend using TAS-Q or TAS-P for negative
sampling in a multilingual retrieval setting.
ANCE (Iterative, full-corpus mined negatives) ANCE is fairly
effective in multilingual retrieval in all three settings that we consid-
ered. However, it has the highest hardware resource requirements
(for training) of all themethods considered in this work. Periodically
building a dense index of the full document collection increases

training time significantly compared to the other methods. There-
fore, we recommend using ICT-P instead which builds on similar
ideas as ANCE, but is more efficient to train, and also outperformed
ANCE in all three settings.

9 CONCLUSION
We studied the generalizability of earlier insights into the effective-
ness of negative sampling methods for multilingual retrieval under
in-distribution, out-of-distribution, and zero-shot conditions. We
identified a gap in the literature, and by combining earlier insights,
introduced an iterative, clustering-based method, to fill this gap.

Our experiments confirmed the choice of the negative sampling
method used to train dense retrievers has a significant impact on
their multilingual retrieval effectiveness. This is in agreement with
existing findings from English language research overall. How-
ever, TAS, a highly effective clustering-based negative sampling
method in English, underperformed other negative sampling meth-
ods in a multilingual setting contradicting existing findings. On the
other hand, iterative negative sampling methods performed well
in the multilingual setting, maintaining their effectiveness from
prior English language work. The comparative lack of effective
teacher models in a multilingual setting poses a barrier for methods
that rely on external representations, such as TAS. Iterative neg-
ative sampling methods do not require external representations;
instead, they use the representations from the model being trained
to find hard negatives and, therefore, succeed in finding good hard
negatives even as the model learns even in a multilingual setting.

Interestingly, the best negative sampling method depends on
whether the model is tested on in-distribution or out-of-distribution
data. For the in-distribution setting, simple BM25 negatives (DPRBM)
obtained the best performance and, therefore, we recommend using
DPRBM for in-distribution multilingual retrieval tasks. For out-of-
distribution and zero-shot settings, we found that ICT-P has the best
performance. Based on this, we recommend using ICT-P for out-of-
distribution or zero-shot scenarios. Unless the situation clearly calls
for in-distribution performance only, our overall recommendation
is also to use ICT-P due to its better generalizability.

As to limitations of our work, we have constrained ourselves to
the DPR architecture and have not explored the benefits of clustered
training for other architectures. We only considered a contrastive
learning setup and did not experiment with other training methods
such as knowledge distillation (consistently good teacher models
are rarer in the multilingual retrieval setting than in English only
retrieval). In future work we intend to generalize our findings to
different architectures and training setups, and explore interactions
between negative sampling methods and other training setups.
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