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ABSTRACT

Electronic commerce, or e-commerce, is the buying and sell-
ing of goods and services, or the transmitting of funds or
data online. E-commerce platforms come in many kinds,
with global players such as Amazon, Airbnb, Alibaba, Book-
ing.com, eBay, and JD.com and platforms targeting specific
geographic regions such as Bol.com and Flipkart.com. Infor-
mation retrieval has a natural role to play in e-commerce,
especially in connecting people to goods and services. In-
formation discovery in e-commerce concerns different types
of search (e.g., exploratory search vs. lookup tasks), rec-
ommender systems, and natural language processing in e-
commerce portals. The rise in popularity of e-commerce sites
has made research on information discovery in e-commerce
an increasingly active research area. This is witnessed by
an increase in publications and dedicated workshops in this
space. Methods for information discovery in e-commerce
largely focus on improving the effectiveness of e-commerce
search and recommender systems, on enriching and using
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knowledge graphs to support e-commerce, and on developing
innovative question answering and bot-based solutions that
help to connect people to goods and services. In this survey,
an overview is given of the fundamental infrastructure, algo-
rithms, and technical solutions for information discovery in
e-commerce. The topics covered include user behavior and
profiling, search, recommendation, and language technology
in e-commerce.



1
Introduction

1.1 Motivation

Over the past 20 years, we have seen an explosive growth of e-commerce
portals, such as Alibaba, Amazon, eBay, and JD.com. These develop-
ments have reshaped people’s shopping habits. An increasing number
of customers now prefer to spend more time shopping online, generat-
ing billions of user requests per day. As part of the process of serving
customer requests, large volumes of multi-modal data, including user
search logs, clicks, orders, reviews, images, and chat logs, etc., are being
generated. From an information retrieval point of view, discovering and
employing pertinent information from the sheer volume of e-commerce
data so as to enhance the performance of e-commerce services presents
interesting challenges, both for academic and industrial researchers.
In this survey we describe those challenges and the solutions that the
community has so far proposed.

The topics of information discovery in e-commerce can be divided
into several main directions:

• e-commerce presentation and users;
• user behavior and profiling;
• search in e-commerce;

419
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• recommender systems in e-commerce; and
• question answering and dialogue systems in e-commerce.

Each of these areas comes with its own set of research challenges.
For example, in e-commerce search there may be no hypertext links
between products, thus excluding an important type of ranking signal
that is often used in the setting of web search. But with click streams
and order streams we have two parallel sources of ranking signal, a
characteristic e-commerce feature that is absent from more traditional
search scenarios.

E-commerce information discovery problems are wide in scope as
the underlying discovery tasks concern a broad range of interaction
modalities. There is a growing body of established methods in the e-
commerce, aimed at developing algorithms for analyzing user behavior,
for product search, for recommender systems, and for question answering
and dialogue systems. These areas, and the methods developed, form the
core around which most ongoing research efforts concerning information
discovery for e-commerce are organized. The time is right to organize this
material and to present it to a broad audience of interested information
retrieval researchers, whether junior or senior, whether academic or
industrial (Tsagkias et al., 2020).

1.2 Aims of this Survey

A key aim of this survey is to bring together, and offer a unified per-
spective on, the large number of methods for e-commerce information
discovery available today. To achieve this, we describe the basic archi-
tecture used for information discovery in e-commerce, algorithms for
e-commerce information discovery, and evaluation principles. We sup-
plement this with an account of available datasets and software based
on these. We also introduce e-commerce applications accompanied by
examples.

The survey targets practitioners and researchers from academia and
industry and aims to present them with the challenges, state-of-the-art
approaches, and the most urgent open questions in information discovery
for e-commerce. Specifically, in terms of content, the objectives of the
survey are as follows:
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• To introduce tasks that constitute the information discovery
problem in e-commerce, and to explain the difference between
e-commerce information discovery and related work in other do-
mains;

• To describe e-commerce information discovery algorithms in a
unified way, i.e., using common notation and terminology, so that
different models can easily be related to each other;

• To explain how to analyze the performance of e-commerce infor-
mation discovery algorithms and why it is worth the effort;

• To present appropriate experimental and evaluation methodologies
for e-commerce information discovery in both synthetic and real
world settings; and

• To discuss future directions of research in e-commerce information
discovery.

1.3 Outline

Information discovery aims to distill pertinent information from datasets
with various modalities; it plays a role in many areas, ranging from web
search to academic search and medical search. What is different about
the e-commerce setting is that many traditional ranking features are
either not present or present in a different form (Degenhardt et al., 2017).
Instead, discovery processes need to be supported based on structured
information, semi-structured information, or information that might
have facets such as price, ratings, title, description, seller location, etc.

1.3.1 Topics covered

We break the e-commerce information discovery problem down into five
research directions: (i) e-commerce information presentation and users,
(ii) user behavior and profiling in e-commerce, (iii) search in e-commerce,
(iv) recommendation in e-commerce, and (v) question answering and
dialogue systems in e-commerce. Below, we briefly describe each of these
five directions.

The first direction concerns preliminaries about e-commerce infor-
mation presentation and users. E-commerce portals provide various
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modalities of information to users, e.g., rankings of products, product
titles, descriptions, tips, and user reviews, etc. Multiple genres and
types of text analysis can be employed to enhance e-commerce services,
e.g., review filtering, review analysis, and normalization of produc-
tion descriptions. User characteristics in e-commerce, e.g., browsing
modules, clicks, purchases, and dwell time, generate multiple patterns
for e-commerce scenarios. These two factors play fundamental roles
in e-commerce information discovery. In this survey, we summarize
recent work on both e-commerce information presentation and user
characteristics.

The second direction concerns user behavior modeling and user
profiling. Tracking and profiling users’ behavior on e-commerce portals
are important prerequisites for many e-commerce services, such as
recommender systems, search, and online advertising. In this survey, we
summarize recent work on user behavior modeling in e-commerce and
introduce solutions to profiling users of e-commerce services.

The third direction of this survey concerns search in e-commerce,
which examines approaches for product search scenarios on e-commerce
portals. Just like, e.g., traditional web search, the target of this task
is to satisfy users’ needs. However, product search in e-commerce sites
should be realized with different types of features than, e.g., web search,
with the availability of a large number of products, query attributes,
and engagement features. Moreover, calculating relevance in product
search faces challenges regarding gaps between users and products. The
target corpora can be structured, semi-structured, or unstructured, or
a mixture of these; semantic search against such diverse sources raises
interesting research challenges.

The fourth direction concerns recommendations in e-commerce. In
contrast to traditional research on recommender systems that focuses on
rating prediction, e-commerce recommender systems aim to tackle three
challenges: the huge volume of products, sparsity, and data richness.
Due to the existence of a very large number of candidate items in
e-commerce portals, of which only a small fraction will attract a user’s
attention, e-commerce recommendation methods usually follow a two-
stage recommendation framework with (i) candidate retrieval, and
(ii) candidate ranking. The first phase of candidate retrieval goes through
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the whole product catalog, and selects a small set of products that might
match the information need. The second phase of candidate ranking
ranks the candidates to present the final top-K products to the user.
Given structured user behavior logs and semi-structured data about
product features, e-commerce knowledge bases can be created to assist
the candidate generation step. And the candidate ranking procedure
ranks the retrieved candidate items for a better conversion rate or
click-through rate, based on various machine learning models.

The fifth and final direction of this survey concerns question an-
swering and dialogue systems in e-commerce. We survey recent work
on e-commerce question answering and dialogue systems that have
attracted increased attention. For dialogue systems, we describe both
task-oriented dialogue systems, aimed at helping users complete a task
in an e-commerce setting, and non-task-oriented dialogue systems aimed
at generating fluent and engaging responses.

For the directions listed above, our ambition has been to cover
related work up to the spring of 2023.

1.3.2 Topics not covered

E-commerce impacts large parts of our economy and society, including
markets and retailers, supply chain management, and employment.
With the development of data science, business intelligence studies on
e-commerce marketing, e.g., sales volume forecasting and time series
analysis, are receiving an increasing amount of attention. All of these
areas are important, scientifically challenging, and deserving of attention
from the information retrieval community. However, our focus will be
limited to information discovery within the context of e-commerce.
Specifically, we will not address topics such as computational advertising
approaches that are irrelevant to search and recommendation, marketing
strategies, forecasting, or information management in e-commerce.

1.3.3 Structure of the survey

The remainder of this survey is organized as follows. Section 2 pro-
vides key definitions and background related to e-commerce information
discovery, drawing from user modeling, search, recommender systems,
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question-answering, and dialogue systems. Section 3 describes prelimi-
naries of e-commerce presentations as well as e-commerce users, includ-
ing user behavior characteristics, and relevant language technologies
and their use in e-commerce applications. Section 4 details user behavior
modeling and user profiling approaches in e-commerce, including click
behavior tracking, post-click tracking, purchase behavior modeling, and
user profiling in e-commerce. Section 5 describes recent approaches
proposed for e-commerce search, which we organize along two lines:
research about the matching problem in e-commerce search, and about
ranking strategies for e-commerce search. Section 6 presents algorithms
and solutions for recommender systems in e-commerce. After introduc-
ing the two-stage recommendation framework in e-commerce portals,
we organize the e-commerce recommendation studies into two groups:
candidate retrieval models and candidate ranking models. We survey e-
commerce question answering and dialogue systems in Section 7, where
we introduce recent studies on e-commerce question answering and
dialogue systems, respectively. In Section 8 we conclude this survey and
identify emerging research directions and issues for future work.

1.4 Our Readers

We expect this survey to be useful to both academic and industrial
researchers who either want to develop e-commerce information discov-
ery methods, use them in their own research, or apply the methods
described in the survey to improve product performance in e-commerce
services. The intention is to help our audience acquire domain knowledge
and to promote information discovery research activities in e-commerce.

To be able to benefit from this survey, we expect the reader to have
a background in information retrieval, natural language processing, or
machine learning. We recommend that readers read the material that we
offer from start to finish, in the order that we offer it. However, readers
who have a specific interest in search, or in recommender systems, or in
conversational technology in e-commerce should read Sections 3 and 4
first before skipping ahead to Sections 5, 6, or 7, respectively.



2
Definitions and Background

The section presents definitions and background applied to e-commerce
information discovery studies from the perspectives of research communi-
ties on user modeling, search, recommender systems, quesiton-answering,
and dialogue systems. We first introduce relevant concepts about user
modeling, information retrieval, recommender systems, and conver-
sational AI. We then introduce definitions and notations associated
with e-commerce information discovery. Next, we explore fundamental
concepts in e-commerce information discovery, including e-commerce
information presentation, e-commerce search, e-commerce recommen-
dation, and e-commerce conversational AI systems. The glossary and
notations attached to these concepts are introduced in the last part of
this section.

2.1 Background

E-commerce has revolutionized how consumers interact with products
and services, fundamentally altering the landscape of information dis-
covery. There are plenty of relevant research perspectives on information
discovery in e-commerce. Unlike traditional retail settings, where physi-
cal exploration and interaction drive decision-making, e-commerce relies
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on digital mechanisms to guide users through vast and often overwhelm-
ing amounts of information. As a result, the effectiveness of e-commerce
platforms hinges on their ability to deliver personalized, relevant, and
timely information to users.

Various research disciplines – such as user modeling, information
retrieval, recommender systems, question-answering, and conversational
AI – contribute significantly to enhancing the e-commerce experience.
Each of these fields offers unique insights and methodologies for address-
ing key challenges in e-commerce, such as understanding user intent,
predicting user preferences, addressing user concerns, satisfying user
needs, and facilitating seamless product discovery. We list the funda-
mental concepts and research perspectives behind these areas, laying
the groundwork for understanding how e-commerce platforms enable
efficient and effective information discovery for users.
Information discovery in e-commerce. In the context of e-com-
merce, information discovery refers to the process by which users engage
with relevant products or services based on their specific needs, regard-
less of the format or presentation of that information. This process
encompasses a variety of functions, including search, recommendation,
and personalized content delivery and presentation. At its core, infor-
mation discovery in e-commerce involves not only retrieving relevant
products but also understanding user intent and preferences to provide
the most suitable results. It relies on algorithmic solutions to iden-
tify, search, recommend, and display information that aligns with user
requirements. Whether through search queries, personalized recommen-
dations, or curated content, information discovery systems enable users
to efficiently navigate large product catalogs and find what they need
in a seamless and engaging manner.

2.2 User Modeling

User modeling refers to the process of creating a representation of
a user’s characteristics, behaviors, preferences, and goals in order to
personalize user-system interactions or appropriate content for that
user. It is widely used in fields like information retrieval, recommender
systems, and conversational AI. User modeling is a critical component
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of personalizing e-commerce experiences. It involves the construction
of user profiles based on behavioral data, preferences, demographics,
and interactions within the system. These profiles help systems adapt
content, recommendations, and interactions to suit individual needs.
Meanwhile, e-commerce platforms present information in various for-
mats, such as lists, grids, or interactive elements, which can significantly
affect user engagement and conversion rates. Understanding user be-
havior and preferences by optimizing these presentations is important
for enhancing the user experience and user satisfaction.

In e-commerce, user modeling can use implicit feedback (e.g., clicks,
purchases, carting, and user engagement) and explicit feedback (e.g.,
ratings and reviews) to predict a user’s future behavior, preferences, and
profiling. Techniques like collaborative filtering, content-based filtering,
and hybrid models are frequently employed in user modeling during
early studies on this topic. In recent years, deep neural networks and pre-
trained language models have been successfully applied to user modeling
in e-commerce portals. User modeling spans across domains such as
cognitive science, machine learning, and human-computer interaction,
contributing to the development of systems that continuously refine the
understanding of users as they interact with the platform.

2.3 Information Retrieval in E-commerce

Information retrieval (IR) has been playing a critical role in e-commerce
services. Search and recommendation functionalities have been applied
to e-commerce portals almost since the beginning of e-commerce. Beyond
traditional search functionalities, IR techniques have evolved to support
a wide range of features, including search and recommendation, making
them essential for delivering a seamless user engagement. In e-commerce
platforms, IR techniques are responsible for retrieving relevant items
from a vast product catalog based on a user’s query or search intent. This
process involves not only matching query terms to product descriptions
but also understanding the broader context behind the query, such as
user preferences, purchase history, and real-time behaviors.
E-commerce search. E-commerce search involves techniques and
algorithms used to allow users to efficiently find products or services
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within an online store. This includes the use of keywords, filters, and
advanced semantic search technologies. E-commerce search differs from
traditional information retrieval because it often focuses on product
features, pricing, availability, and user preferences. Research in this
area spans areas like query understanding, ranking algorithms, and the
integration of multimodal data (e.g., images and reviews).

The effectiveness of an e-commerce search engine depends heavily on
how well it can interpret user queries and match them with appropriate
products or services. With natural language processing methods, query
understanding and expansion techniques are playing an important role
to bridge the semantic gap between queries and product information
during this procedure, allowing the system to understand complex,
ambiguous, or conversational queries from users. For example, users
might search for “affordable running shoes for winter,” which requires
the platform to parse the query, infer user intent (i.e., shoes for running
in cold weather), and prioritize products based on pricing and seasonal
relevance. Semantic search in e-commerce techniques go beyond keyword
matching by understanding the user query and correlations between
key entities, enabling more context-aware results. Search engines in
e-commerce also rely on machine learning models that take into account
user intent, contextual data, and preferences to deliver highly relevant
search results. Additionally, search engines in e-commerce must address
unique challenges like scalability and diversity. With product catalogs
growing rapidly, search engines must efficiently process and rank millions
of items in real-time. Advanced ranking algorithms, often powered by
machine learning, play a vital role in this process, optimizing for both
relevance and user engagement metrics such as click-through rates or
conversion rates.
E-commerce recommendations. IR in e-commerce is increasingly
intertwined with recommender systems. Recommender systems are a
cornerstone of e-commerce platforms, helping users discover products
they might not have explicitly searched for but are likely to find ap-
pealing. These systems predict user preferences using collaborative
filtering, content-based filtering, or hybrid methods that combine both
approaches. While search engines retrieve items explicitly requested by
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the user (i.e., through queries), recommendations anticipate user needs
by suggesting products the user may not have thought to search for.
These systems analyze user data, such as browsing history, purchase
patterns, and interactions, to suggest relevant items. They typically
use a combination of techniques, including collaborative filtering, which
recommends products based on the behaviors of similar users, and
content-based filtering, which suggests items with attributes similar
to those the user has shown interest in. Many modern systems em-
ploy hybrid models that integrate both types of method, sometimes
enhanced with techniques like deep learning, to improve accuracy and
diversity. By delivering personalized recommendations, these systems
not only enhance the user experience but also drive business goals by
increasing engagement, conversion rates, and customer satisfaction, all
while introducing users to new products that may surprise or delight
them.

Recommendation systems in e-commerce analyze user data and
behavioral patterns to suggest products or services that users are likely
to be interested in. These systems use various algorithms, including
collaborative filtering, content-based filtering, and hybrid approaches.
In the context of e-commerce, recommender systems must balance
relevance, diversity, novelty, and serendipity to enhance user engage-
ment and satisfaction. By using a division into candidate retrieval and
reranking stages, these systems often operate in two modes: personal-
ized recommendations (based on individual profiles and history) and
non-personalized recommendations (based on overall product popularity
or trends). Research in recommender systems for e-commerce involves
improving recommendation algorithms, addressing challenges like cold-
start users, and optimizing recommendations for business goals such as
conversion rates and customer retention.

In summary, information retrieval is foundational to the search and
recommendation functions within e-commerce platforms. The conver-
gence between search and recommendation highlights the importance of
IR techniques that can balance precision (retrieving highly relevant prod-
ucts) with recall (offering a broader set of options that might interest
the user). Hybrid models that combine collaborative filtering, content-
based filtering, and neural IR approaches are commonly employed to
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address this dual need. The integration of advanced IR techniques, such
as search and recommendation models, allows e-commerce platforms
to deliver highly personalized, efficient, and contextually relevant user
experiences, ensuring that users find the products they want – and even
those they did not know they wanted.

2.4 Conversational AI

Conversational artificial intelligence (AI) techniques refer to technolo-
gies that enable natural, human-like interactions between users and
machines through conversational communication. These interactions
can be categorized into single-turn and multi-turn scenarios, correspond-
ing to question-answering systems and dialogue systems, respectively.
During the interactions, conversational AI aims to understand user
input, process context, and generate meaningful, human-like responses.
Conversational AI is used in various applications, such as virtual assis-
tants, customer support, and personal productivity tools. These systems
can handle simple queries as well as complex, multi-turn conversations,
adapting to user needs and improving over time through continuous
learning. By mimicking human conversation patterns, conversational
AI allows for more intuitive and accessible interactions, making it a
valuable tool for enhancing communication between users and machines.

In e-commerce, chatbots and QA services powered by conversational
AI can help users find relevant products, provide recommendations, and
even complete transactions seamlessly. By offering a more engaging and
interactive way for customers to interact with e-commerce platforms,
conversational AI improves user satisfaction, increases engagement,
and reduces the friction often associated with traditional search and
navigation methods.
E-commerce question-answering. Question-answering (QA) systems
are designed to deliver direct and precise responses to user questions,
improving both user satisfaction and decision-making efficiency. Re-
cently, e-commerce platforms have started to provide question-answering
services. E-commerce QA systems help to enhance user experiences by
enabling customers to obtain relevant, concise, and accurate answers to
their product-related queries. These systems typically understand user
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intent and either retrieve answers from product descriptions, reviews,
and FAQs or generate responses dynamically using advanced models.
E-commerce question-answering refers to the process in which users
ask product-related questions on an e-commerce platform, and the
system provides answers either from knowledge bases, reviews, or user-
generated content. E-commerce QA systems use both retrieval-based
and generative models to match or generate appropriate answers. This
helps users make informed decisions based on product descriptions, user
reviews, and frequently asked questions (FAQs). The goal is to reduce
information overload and improve the user experience by providing
relevant and concise answers.

E-commerce QA systems must handle a wide variety of queries
ranging from simple fact-based questions (e.g., “What is the price of
this product?”) to more complex inquiries about product specifications,
reviews, or usage (e.g., “Is this laptop suitable for gaming?”). To address
this diversity, QA systems often incorporate a mix of retrieval-based
approaches, which search for relevant information in structured data or
knowledge bases, and generative approaches, which generate answers
when information is sparse or not directly available. Additionally, many
e-commerce platforms enable community-based QA, where previous
buyers or users of a product can contribute answers, further enrich-
ing the system’s knowledge base. The integration of QA systems into
e-commerce portals helps reduce the friction often associated with prod-
uct discovery and decision-making. By offering immediate answers to
user queries, these systems improve the overall shopping experience,
increase user engagement, and can positively impact conversion rates.
E-commerce QA is a rapidly evolving field with ongoing research aimed
at improving the accuracy, efficiency, and personalization of responses.
E-commerce automatic dialogue systems. Automatic dialogue
systems aim to engage in natural, human-like conversations with users
and are widely used in applications such as customer support, vir-
tual assistants, and e-commerce. They provide personalized, efficient,
and engaging interactions, enhancing the overall user experience. In e-
commerce, automatic dialogue systems, often in the form of chatbots or
voice assistants, enable natural language interactions between users and
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platforms. They can support multi-turn interactions, where users ask
follow-up questions, refine their preferences, or seek assistance, creating
a more engaging and personalized shopping experience. These systems
assist users in discovering information, finding products, completing
purchases, and sharing their opinions, all through conversational inter-
faces. Systematically, automatic dialogue systems in e-commerce refers
to the use of chatbots and virtual assistants that can simulate a human
conversation to assist users in finding products, answering inquiries, and
facilitating transactions. These systems use natural language processing
and machine learning to provide timely and relevant assistance.

Research in conversational AI for e-commerce focuses on improving
dialogue understanding, response generation, context retention across
sessions, and user satisfaction. Additionally, conversational AI systems
must adapt to diverse user needs and accommodate various languages
and cultural contexts, making this an evolving area of study.



3
E-commerce Presentations and Users

E-commerce presentations are composed of a series of user-facing com-
ponents in e-commerce portals, e.g., various pages about items and
categories, titles of items, user comments on item pages, search bars, and
recommendation list. Such functions provided by e-commerce portals
are meant to enable interactions with users on e-commerce platforms.
E-commerce users possess unique characteristics. There are multiple
types of user behavior and feedback on an e-commerce platform, e.g.,
search, clicks, add-to-carts, purchases, returns, comments, and discus-
sions with retailers. These unique characteristics of e-commerce users
provide a rich source of information about the successes and failures of
e-commerce platforms in helping users discover the items they need.

We divide this section into two parts: e-commerce presentations
(Section 3.1) and e-commerce users (Section 3.2). In Section 3.1, we first
introduce basic concepts of e-commerce interfaces; then we detail studies
that analyze different aspects of e-commerce presentations, i.e., title
analysis, item information analysis, and review analysis. In Section 3.2,
we list characteristics of e-commerce users, and examine user behavior
on e-commerce portals, i.e., macro behavior, micro behavior and cross-
platform behavior.
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3.1 E-commerce Presentations

In this section, we cover two aspects of e-commerce presenations: (i) ba-
sic concepts and types of e-commerce interface (Section 3.1.1), and
(ii) e-commerce presentation analysis (Section 3.1.2).

3.1.1 Basic concepts

An interface refers to an interactive component of a webpage or an
application (Hearst, 2009). Referring to all interactive components
on e-commerce portals (e.g., search bars, navigation panels, lists of
recommended items, item titles, and user reviews), e-commerce in-
terfaces play an invaluable role for the e-commerce user experience.
E-commerce interfaces dramatically impact the performance of an e-
commerce platform. Depending on the nature of the stakeholders in-
volved, most e-commerce sites can be divided into four types of business:
business-to-business, business-to-consumer, consumer-to-consumer, and
consumer-to-business (Nemat, 2011):

• B2B: Business to Business This type of e-commerce business
focuses on electronic transactions of goods or services between
two corporations, i.e., one company uses the e-commerce site to
sell items to another company. Figure 3.1(1) shows an example of
the interface used in a B2B setting.

• B2C: Business to Consumer B2C refers to scenarios where
businesses directly sell items to consumers. Most online shopping
platforms, such as Amazon, Booking.com, and JD.com belong
to this type of business. Figure 3.1(2) shows an item page from
Amazon as an example of the interface used by B2C businesses.

• C2B: Consumer to Business Instead of a business retailing
items to consumers, C2B sites such as UpWork1 cater for a scenario
where consumers provide services to businesses. Figure 3.1(3)
provides a screenshot from Upwork as an example of a C2B
interface.

• C2C: Consumer to Consumer C2C refers to a type of e-
commerce business where both retailers and buyers are consumers,

1https://www.upwork.com

https://www.upwork.com
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(1) B2BғAlibaba (2) B2CғAmazon (3) C2BғUpwork (4) C2CғeBay

Figure 3.1: Four types of e-commerce businesses examples. Image sources: Alibaba.
com, Amazon.com, UpWork.com, and EBay.com.

while the C2C site itself benefits from commission fees that are
normally paid by the seller. eBay is a well-known example of C2C
business. Figure 3.1(4) lists a screenshot from eBay as an example
of a C2C business interface.

Like other web interfaces, e-commerce interfaces are evaluated in
terms of user satisfaction (Vergo et al., 2002). Thus, different commu-
nities of users are usually catered for with different interfaces that are
designed to accommodate for their tastes and shopping interests. Three
ingredients are shared by virtually all e-commerce interface designs:

• Navigation options, which refer to elements that help users
reach a certain part of the e-commerce platform, e.g., search bars,
paginations, and universal menus;

• Input options, which are elements of an e-commerce platform
for which the user provides input from their end, e.g., search bars,
checkboxes, dropdown lists, dropdown buttons, toggles, and other
text fields; and

• Information components, which are composed of various types
of information about the products or services listed on e-commerce
platforms, such as search results, recommendation results, item ti-
tles, images, item information, question answer pairs, user reviews,
and tooltips.

As we dive into the problem of information discovery in e-commerce,
information components are our main focus in this section. We find
that almost every e-commerce site provides six information components:
search results, recommendation results, item titles, item features and
descriptions, question answer pairs, and user reviews of the item. In
Section 3.1.2, we describe studies on information interface analysis of
these six components.

Alibaba.com
Alibaba.com
Amazon.com
UpWork.com
EBay.com
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3.1.2 Analyzing information components

Many studies have been devoted to analyzing the effect of different
information components. In this section, we summarize studies that
focus on search results, recommendation results, titles, item descriptions,
question answering, and reviews, respectively.

3.1.2.1 Search results in e-commerce

For all e-commerce information components, search and recommen-
dation are the two main tasks in most of e-commerce platforms. E-
commerce search engines are often the starting points for many online
consumers (Wu et al., 2018a). E-commerce sites typically feature two-
stage search interfaces. As shown in Figure 3.2, in an e-commerce search
session,2 a consumer first searches using a query, leading to a result
page, and then selects an item to click on the result page; after that,
the user decides whether or not to purchase the item by examining its
detailed description on the so-called item page.

E-commerce search engines provide category options with the search
bar. During the early development of e-commerce search, interfaces of
different types have been considered, e.g., devoted type, divided type,
co-existing type, and multi-page type (Lu et al., 2006). But with the
development of e-commerce search, these types of interfaces have been
blended by e-commerce platforms. Currently, a typical e-commerce
search system includes three main components: query processing, can-
didate retrieval and ranking (Zhang et al., 2020a). In query processing,
the search engine rewrites a query from the user into a term-based rep-
resentation that can be processed by downstream components. In the
candidate retrieval stage, the system uses the inverted index to retrieve
candidate products to match queries. Finally, the ranking component
orders the retrieved candidates based on factors such as relevance, and
predicted conversion ratio. We will discuss research into the principles
and strategies of all three components in Section 5 in more detail.

2As defined in web-based search engines, a search session refers to all queries made
by a user in a particular time period with a consistent underlying user need (Eickhoff
et al., 2014).
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Figure 3.2: Illustration of a sample search session in an e-commerce platform. The
query is “rosy wedding dress,” and the search result page is shown on the left and
a portion of the item page for two items is shown on the right. This search session
consists of two stages: (i) selecting an item to click from a ranked list, and (ii)
deciding whether to purchase the item by reading its detailed description. Image
source: Wu et al. (2018a).

3.1.2.2 Recommendation results in e-commerce platforms

For many e-commerce platforms, recommendations have become the
most important service to help users find their needed items. E.g., rec-
ommendations have been reported to contribute to the majority of both
revenue and traffic in Taobao (Wang et al., 2018b), where one billion
users can be connected to two billion items. To this end, the home-
page on the mobile Taobao app is generated based on consumers’ past
behavior via recommendation algorithms, as illustrated in Figure 3.3.
Figure 3.3 shows three recommendation areas displayed on the home
page: a list of recommendation interfaces, a “popular products” list, and
a promotion list, respectively. Each recommendation area is provided
based on users’ past behaviors with recommendation strategies. As user
behavior varies between scenarios, the recommendation strategy also
needs to consider specific patterns and user preferences specific for each
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Figure 3.3: E-commerce recommendation scenarios in Taobao. The areas highlighted
with dashed rectangles are personalized for users. Images and textual descriptions
are also generated for better user experience. Image source: Wang et al. (2018b).

recommendation scenario. For example, on the item page, the recom-
mendation strategy needs to provide either relevant or similar items to
the item that the user is focusing on, whereas the recommendation list
on the home page shows the recommendation results considering the
user’s personalized preferences (Zhou et al., 2018e).

Different types of recommendation results may be shown at different
stages of a customer’s. Examples include “substitutes” (see Figure 3.4(a))
and “complementary items” before and after the user adds a product to
their cart (see Figure 3.4(b) and 3.4(c), respectively). Once the consumer
clicks a recommended product, the system will automatically jump to the
product detail page, which includes product titles, product descriptions,
categories, ratings, and reviews. We will discuss more details about
strategies and technologies of e-commerce recommendation in Section 6.
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(a) JD.com (b) Amazon

(c) Tmall.com

Figure 3.4: Recommendation results exposed to users in three e-commerce platforms.
Image sources: JD.com, Amazon.com, and Tmall.com.

3.1.2.3 Product titles in e-commerce platforms

Product titles and their images are uploaded by suppliers to showcase
their items. As most e-commerce platforms at least provide search and
recommendation services based on information in the titles, retailers
have applied many search engine optimization strategies to titles (Led-
ford, 2015). As a result, lots of item titles are lengthy, over-informative,
and sometimes incorrect. Figure 3.5(b) provides an example from Tmall,

JD.com
Amazon.com
Tmall.com
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(a) Search result page (b) Item detail page

Figure 3.5: Given a query “floral-dress long sleeve women” on Tmall, the complete
title cannot be displayed in the search result page unless the user proceeds to the
detail page further. Image source: Wang et al. (2018a).

the largest B2C online shopping platform in China, where the item
title is composed of more than 30 Chinese words. But when a customer
browses an item on Tmall Apps, fewer than 10 Chinese words can be
displayed due to screen size limitations (Figure 3.5(a)). Thus, lengthy
and verbose titles are inconvenient for mobile e-commerce users to
search items on e-commerce platforms. Similarly, it has been reported
that item titles with less than 80 characters improve the shopping
experience on Amazon, because these shorter titles make it easier for
customers to find products.3 Accordingly, research on e-commerce title
analysis mainly focuses on obtaining effective compression or summaries
of lengthy item titles for e-commerce search.

Item title compression, also called short title extraction (Gong et al.,
2019), is meant to extract sufficient words from lengthy and verbose
titles to produce a succinct new title to improve the user experience on

3https://sellercentral.amazon.com/forums/message.jspa?messageID=2921001

https://sellercentral.amazon.com/forums/message.jspa?messageID=2921001
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mobile devices (Wang et al., 2018a). Inspired by neural extractive docu-
ment summarization methods (Ren et al., 2017), item title compression
methods apply neural networks to weight the importance of each word
in the item title. Gong et al. (2019) introduce a feature-enriched neural
extractive model to extract short titles. Specifically, the authors apply
a recurrent neural network as a sequential classifier with three types
of features: content, attention, and semantics respectively. By using
user search logs as external knowledge, Wang et al. (2018a) construct a
multi-task learning approach for improving item title compression. The
proposed method is composed of two seq2seq components which share
an identical encoder. The authors combine these two components with
an overall pointer neural network (Vinyals et al., 2015) to automatically
select the most informative words from the given item title.

Pointer neural networks easily omit key information. To tackle this
problem, Sun et al. (2018a) introduce a multi-source pointer network
model, named the multi-source pointer network (MS-Pointer), by con-
sidering two extra constraints: (i) irrelevant information reduction; and
(ii) the key information retainment. Figure 3.6 provides an overview
of MS-Pointer, with two encoders. In MS-Pointer, in addition to the
encoder for the source title, the authors add another knowledge encoder
that uses an LSTM to embed the brand name and the commodity
name. As shown in Figure 3.6, MS-Pointer combines the original title
“Nintendo switch console. . . ” and background knowledge “brand name:
Nintendo”, and then it generates the short title about the item “Nin-
tendo switch”. More recently, Fetahu et al. (2023) have proposed an
instruction fine-tuning strategy to summarize product titles according
to various criteria such as the number of words in a summary or the
inclusion of specific phrases.

The task of title generation has been proposed to extend the task
of title compression into a text generation problem. Unlike title com-
pression, which only extracts words from item titles, the task of title
generation is to generate a short item title so as to address the problem
of inaccurate item titles in e-commerce (Zhang et al., 2019a). To gen-
erate a succinct and accurate short title from a long source title, Zhang
et al. (2019a) offer a multi-modal generative adversarial network, named
MM-GAN, which addresses the title generation task as a reinforcement
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Figure 2: Multi-source pointer network (MS-Pointer) with two encoders2. The most distinctive characteristic of MS-Pointer is
that it can copy words from multiple encoders. At each decoding time step, a soft gating weight λ ∈ [0, 1] is calculated, which
weights the probability of copying words from the source title, versus copying words from the background knowledge. The
final output distribution (from which we make prediction) is weighted sum of attention distribution at and a′t .

title about the product “Nintendo switch”. Here, we simply concate-
nate the brand name and commodity name of the product as its
background knowledge, using a separator “/”3.

Formally, for a product with source title S = (w1,w2, . . . ,wN )
and background knowledge K = (k1,k2, . . . ,kM ), we use LSTM to
produce series of hidden states (h1,h2, . . .,hN ) and (h′1,h′2, . . .,h′M ),
respectively. Next, we transform the final hidden states hN and h′M
into the initial state d0 of the decoder using rectified layer [16]:

d0 = ReLU
(
Wf · [hN ,h′M ])

where ReLU = max(0, x), andWf is learnable parameters.
For title encoder and knowledge encoder, we compute the atten-

tion distribution as follows:

ut i = v
⊤ tanh

(
Whhi +Wddt + battn

)
u ′t j = v

′⊤ tanh
(
W ′

hh
′
j +W

′
ddt + b

′
attn

)
at = softmax(ut ), a′t = softmax(u ′

t )

where at is attention distribution for title encoder, a′t is attention
distribution for knowledge encoder, v,v ′,Wh,W

′
h,Wd ,W

′
d ,battn,

2It is noteworthy that we use Chinese words here for convenience of presentation. In
fact, our model is built on Chinese characters instead of Chinese words.
3“/” is also a separator between multi-language versions of the brane name, e.g.,
Nintendo/任天堂.

and b ′attn are parameters to be learned. dt is decoder hidden state
at time step t , computed by:

dt = f (dt−1,yt−1,ct−1,c ′t−1)

where dt−1 is decoder state at step t−1, yt−1 is the input of the
decoder at step t (the embedding of predicted target word4 yt−1 at
t−1), f is a nonlinear function. Here, we use LSTM as f . ct−1 and
c ′t−1 are context vectors for title encoder and knowledge encoder
respectively, computed as:

ct =
∑
i
at ihi , c ′t =

∑
i
a′t ih

′
i

where, at i is the weight of at at position i , and a′t i is the weight of
a′t at position i .

Output Distribution
As shown in Figure 2, in decoding, MS-Pointer tries to retain the key
information with the help of the knowledge encoder. Specifically,
it learns to generate the brand name and the commodity name by
picking words from the knowledge encoder. To this end, we intro-
duce a soft gating weight λ to combine the attention distribution

4During training, this is the embedding of the previous word in the reference summary.
At test time, it is the embedding of the previous word emitted by the decoder.

Figure 3.6: Multi-source pointer network (MS-Pointer) with two encoders for item
title compression. MS-Pointer copies words from two encoders. At each decoding
time step, a soft gating weight λ ∈ [0, 1] is calculated to weight the probability of
words from the source title, versus words from the background knowledge. The final
output distribution is the weighted sum of attention distributions at and a′

t. Image
source: Sun et al. (2018a).

learning problem. MM-GAN is composed of two main components, a ti-
tle generator and a discriminator (Figure 3.7). Given the source title and
its corresponding tags or features, the generator applies an LSTM-based
network to generate a short item title. The discriminator, i.e., a binary
classifier, distinguishes whether the generated short titles are human-
generated or machine-generated. Thus, an adversarial learning procedure
is constructed, in which the quality of the short title depends on its
ability to fool the discriminator into believing it is a human-generated
one, and the output of the discriminator is a reward for the generator
to improve the generation performance. Recently, scene marketing has
become a new marketing mode for product promotion where scene
scenarios are created to demonstrate product functions (Zhao, 2020). To
help the e-commerce system find scene topics, Lin et al. (2022) propose
a topic generation method to generate scene-based titles in e-commerce.
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Figure 3.7: Overall framework of the MM-GAN model for short item title generation.
Image source: Zhang et al. (2019a).

3.1.2.4 Product descriptions in e-commerce platforms

As shown in Figure 3.8, many e-commerce platforms provide a short
description for each item so as to showcase the features of the item. As
an important factor in content marketing, the item description is key for
increasing consumer engagement. During the early years of e-commerce,
item descriptions were usually written or edited by human copywriters.
However, the availability of an increasing number of items in e-commerce
makes this manual process too costly. Moreover, with the development of
virtual assistants in e-commerce, such as Alexa and Tmall Genie, there is
a growing demand for automatically generating a short description given
item attributes. To address this demand, the task of item description
generation has been proposed. Item description generation needs to
generate an item’s description from a series of complicated attributes.
Wang et al. (2017b) detail a statistical framework to weight the relative
importance of the attributes of an item and to maintain accuracy at the
same time. In Figure 3.9 we specify the framework of the proposed item
description model. By combining sentence-level templates extracted
from the input data with knowledge from a pre-trained dataset, the
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Title

Description

XLARGE vacations wear short-sleeved shirts

Tropical tree prints, rendering summer 
vacation style

Round neck design, generous and comfortable,
 highlighting the beauty of the neck

Long sleeve half-neck sweater

Double star dial pointer, fashion and 
fantasy, design inspiration!

Odm mars concept, creative watch

(a) Recommendation page on Taobao (b) Item detail page on Amazon

Figure 3.8: Item descriptions are widely used in e-commerce platforms, e.g., (a)
Taobao and (b) Amazon. Image source: Zhang et al. (2019c).
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Figure 3.9: Overall framework for item description generation with pretrained
writing knowledge. Image source: Wang et al. (2017b).

authors generate and rank candidate item descriptions through an online
document planning stage.

Unlike early studies that focused on generating item descriptions
purely from the item’s attributes, Zhang et al. (2019c) generate a
pattern-controlled item description from multiple features, e.g., titles
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and item categories. Based on the copy mechanism (Gu et al., 2016),
the authors propose a pattern-controlled pointer-generator network
(PGPCN) to generate the description. In PGPCN, a transformer is
applied in the encoder component, whereas the decoder is used to
control the pattern (e.g., the category, the length, and the style of the
description) of the item.

It is important that the descriptions generated for item description
are grounded in facts. To generate a fact-based description, Chan et al.
(2019) offer an encoder-decoder framework, called the fidelity-oriented
product description generator (FPDG), by searching key information
from keyword labels. The authors establish semantic connections be-
tween item keywords and the generated product description. As shown
in Figure 3.10, FPDG has two main components: (i) a keyword encoder
that stores the word and its entity label in the token memory and
self-attention modules, and (ii) an entity-based generator that generates
an item description based on the memory and self-attention modules.

Input Keywords

Entity-label-SAM

Brand name Brand category ... Color
Adidas Sports shoes ... Black

... ... ... ...

Keyword Memory

|----------------Keyword Encoder--------------| |----------------------------------Entity-based Generator------------------------------|

ELSTM ELSTM ELSTM ELSTM

This black Adidas is

Adidas Black

Brand Color

...

...

Word-SAMword

entity-
label <SOS> Regular black Color Adidas BrandThis<SOS>

Figure 3.10: Overview of the fidelity-oriented item description generator. The whole
model is divided into two components: (i) a keyword encoder, and (ii) an entity-based
generator. Image source: Chan et al. (2019).

Personal interest is neglected by all of the above approaches that
generate descriptions given attributes or keywords. To address this
shortcoming, Chen et al. (2019d) propose a knowledge-based person-
alized item description generation strategy. The authors extend the
encoder-decoder framework (Sutskever et al., 2014) to a sequence model-
ing formulation using a self-attention mechanism. A large variety of item
attributes, including the target user’s personalized preference features,
are combined in an attribute fusion component through multi-layer
attention mechanisms; retrieved external knowledge is incorporated in
a knowledge incorporation component. In Figure 3.11, we provide an ex-
ample of the knowledge-based personalized item description generation.
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Figure 3.11: An example of knowledge-based personalized item description gen-
eration. The example is divided into three parts: (a) a user clicks an on item; (b)
knowledge-based personalized item description generation; and (c) results generated
by Chen et al. (2019d)’s proposed method and a baseline. Image source: Chen et al.
(2019d).

3.1.2.5 Question answering in e-commerce

Question-answering (QA) systems are designed to provide direct and
concise answers to user queries by understanding the intent behind a
question and retrieving or generating the most relevant information. QA
systems aim to deliver specific answers from structured or unstructured
data sources, such as web documents or knowledge bases. QA systems
are essential across a variety of domains, including web search, customer
support, where users seek quick, accurate, and contextually relevant
information (Radev et al., 2002; Tapeh and Rahgozar, 2008; Yin et
al., 2016). To increase the number of sales, most e-commerce portals
provide a QA service to facilitate the customers’ shopping procedure
by answering their questions about products (Gao et al., 2019b; Feng
et al., 2021). Currently, on many e-commerce sites, a user can ask a
question about a product, and the QA system allows some users (e.g.,
customers who bought this product) to provide answers (Gao et al.,
2019b). In Figure 3.12, we show examples of question-answering services
at Amazon and JD.com. More detailed discussions of e-commerce QA
are provided in Section 7.1.
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(a) Question answering service on
Amazon

(b) Question answering service on
JD.com

Figure 3.12: Question answering services are widely applied in e-commerce platforms,
(a) Amazon and (b) JD.com. Image sources: Amazon.com and JD.com.

3.1.2.6 User reviews in e-commerce

User reviews serve as a type of reliable information about the quality
of items on e-commerce platforms. User reviews have been shown to
play an essential role in determining user preference (Liang et al., 2015;
Huebner et al., 2018; Li et al., 2018b). In this section, we introduce
methods for review analysis in e-commerce. Research on review analysis
can be organized into four key components: (i) sentiment classification,
(ii) helpfulness prediction, (iii) review summarization, and (iv) review
generation.

(i) Sentiment classification in reviews. The sentiment classification
task is to label a given text with a specific opinion label. It has received
lots of attention during the past two decades (Pang et al., 2002; Go et al.,
2009; Pan et al., 2010; Kamal et al., 2012; Tang et al., 2014; Pontiki
et al., 2015; Tsytsarau and Palpanas, 2016; Sun et al., 2017). Work
on sentiment classification in an e-commerce context has attempted
to capture a user’s opinion about a specific item from reviews on an
e-commerce platform (Sun et al., 2017; Tang et al., 2015; Xia et al.,
2015; Tripathy et al., 2016; Li et al., 2018d). Traditional approaches to
sentiment classification focus on the classification problem given textual
attributes of an item (Pang et al., 2002), while largely ignoring the
relation between users and the item. To address this problem, Tang et al.

Amazon.com
JD.com
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(2015) introduce a neural network, the user-product neural network
(UPNN), to incorporate user and item information into a document-level
sentiment classification procedure. In particular, the authors jointly
embed the user preference information, i.e., ratings and reviews, and
item attributes. Then, a convolutional neural network is used to predict
the sentiment label of the target review.

Sentiment classification using the relation between users and prod-
ucts or services faces two important challenges: (i) the sparseness of
user-item interactions, and (ii) the information in user embedding
methods. Chen et al. (2016a) present a fine-grained hierarchical neu-
ral network model to incorporate global user and item information
into sentiment classification. Unlike many sentiment classifiers that
use convolutional neural networks, the authors apply a hierarchical
LSTM (Gers et al., 1999) to jointly generate sentence-level representa-
tions and document-level representations. Then, user-item interaction
information is applied as attention over various regions of a document
to enhance the sentiment classification. Wu et al. (2018c) distinguish be-
tween different roles of words and sentences in user reviews: to describe
the user’s preferences or to describe an item’s characteristics. To distin-
guish between these roles, the authors put forward an attention-based
hierarchical neural network model to embed user and item information
to generate two text representations with user attention or item at-
tention, respectively. Fei et al. (2021) use fine-grained latent opinion
knowledge into the sentiment classification process by using a variational
reasoning method.

(ii) Helpfulness prediction. Given the fact that an item can be com-
mented on by hundreds of thousands of consumers, the quality of reviews
in e-commerce varies considerably and not all reviews are helpful. To
gain insights from helpful reviews, the task of review helpfulness predic-
tion has attracted attention from both academia and industry (McAuley
and Yang, 2016). Early studies on review helpfulness prediction em-
ploy feature-aware methods, where multiple types of features, such as
structural features (Kim et al., 2006; Susan and David, 2010; Xiong
and Litman, 2011), emotional features (Martin and Pu, 2014), semantic
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features (Yang et al., 2015b), argument features (Liu et al., 2017), and
lexical features (Xiong and Litman, 2014), are successfully applied.

Motivated by the progress of deep neural networks, Fan et al. (2018)
introduce a multi-task neural learning (MTNL) architecture for identi-
fying helpful reviews. Chen et al. (2018a) propose a CNN-based neural
network with multi-granularity (i.e., character-level, word-level, and
topic-level) features for helpfulness prediction. Fan et al. (2019a) suggest
an end-to-end deep neural architecture to capture the intrinsic relation-
ship between the meta-data of an item and its numerous comments that
could be beneficial to discover the helpful reviews. Multi-modal data has
become increasingly popular in online reviews. To analyze multi-modal
reviews, Liu et al. (2021c) introduce a multi-modal review helpfulness
prediction task that is aimed at exploring multi-modal clues for review
helpfulness prediction. The authors describe an item-review coherent
reasoning module to capture the intra- and inter-modal coherence be-
tween the target item and the review. Han et al. (2022) put forward
a selective attention approach, including probe mask generation and
mask-based attention computation, for the multi-modal review helpful-
ness prediction problem. To mine the mutual information of cross-modal
relations in the input, Nguyen et al. (2022) propose an adaptive cross-
modal contrastive learning mechanism, with a multi-modal interaction
module to correlate modalities’ features.

(iii) Review summarization. Given a set of user reviews, the task
of review summarization is to extract the main information from the
reviews. Similar to multi-document summarization, review summariza-
tion summarizes a set of item reviews for a single item. Approaches to
review summarization can be divided into two: feature-aware methods
and aspect-aware methods.

Feature-aware methods are inspired by previous document summa-
rization methods: Yang et al. (2010) detail a feature-based item review
summarization method to satisfy the detailed information needs of
customers. To jointly summarize reviews and predict ratings in a mobile
environment, Liu et al. (2012) offer a latent semantic indexing based ap-
proach to extract features and attributes from user reviews and ratings.
For new items without reviews, a probabilistic retrieval method is pro-
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posed to extract relevant opinion features from other items to describe
the item information (Park et al., 2015). Another important part of re-
view summarization concerns aspect extraction from user reviews (Chen
et al., 2014; Angelidis and Lapata, 2018; Bražinskas et al., 2020), where
target entities and aspects need to be extracted from opinionated text.
Chen et al. (2014) extract prior knowledge automatically from user
reviews and propose a fault-tolerant model to extract aspects guided by
the knowledge. Category hierarchy information is combined with a topic
model to improve the performance of aspect extraction (Yang et al.,
2017b). By jointly considering fine-grained aspect-topic-sentiment con-
nections, Tan et al. (2017) propose a generative topic aspect sentiment
model.

With the development of deep learning, item review summarization
has been tackled from a range of perspectives (Ly et al., 2011; Wu
et al., 2016a). For instance, to tackle the weakness of the “bag of
words” assumption, He et al. (2017a) propose an unsupervised neural
network model. Considering dependencies between adjacent words, the
authors used an embedding method with attention mechanism to de-
emphasize saliency and extract aspects. Angelidis and Lapata (2018)
describe a weakly supervised neural framework for the identification
and extraction of salient customer opinions that combines aspect and
sentiment information. Using a small number of annotated instances
with a large-scale unlabeled corpus, Bražinskas et al. (2020) suggest a
few-shot learning framework for generating an abstractive summary. In
recent years, pre-trained language models (Vaswani et al., 2017; Kenton
and Toutanova, 2019) have been shown to be effective in document
summarization (Liu and Lapata, 2019). A domain-specific generative
pre-training method, PEGASUS, has been proposed to address the e-
commerce review summarization problem (Zhang et al., 2021c). Inspired
by Vector-Quantized Variational Auto-encoders (VQ-VAE) (Oord et al.,
2017), Angelidis et al. (2021) explain an unsupervised neural model,
Quantized Transformer (QT), that uses a clustering interpretation of
the quantized space to discover popular opinions among hundreds of
reviews. To tackle challenges such as a lack of cross item diversity and
consistency, Oved and Levy (2021) offer a method that uses strong
pre-trained language models.
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(iv) Review generation. The task of review generation has been
proposed to understand how a specific user provides comments on
items (Dong et al., 2017). Unlike review summarization, where one
extracts salient sentences or generates abstractive summaries, the task
of review generation is to generate sentences as user reviews to represent
users’ intention. Sequence-to-sequence (seq2seq) neural networks have
been applied to automatically generate text (Sutskever et al., 2014).
However, it is difficult to directly use traditional seq2seq models to
generate reviews because of the following challenges: (i) the presence of
unknown factors renders the generation process non-deterministic, and
(ii) both implicit and explicit information need to be handled, which
makes it difficult to decode reviews.

To address these problems, Dong et al. (2017) propose an attention-
enhanced attribute-to-sequence model to generate item reviews for given
attribute information. The authors introduce an attention-enhanced
attribute-to-sequence model that learns to encode attributes into vectors
and then uses a recurrent neural networks based on LSTM units to
generate reviews by conditioning on the encoding vectors; see Figure 3.13.
The model can be divided into three components: an attribute encoder,
a sequence decoder, and an attention mechanism. The authors use a
dataset collected from Amazon to verify the effectiveness of the proposed
method, especially the attention mechanism in the review generation
procedure.

User

Product

Rating

Attribute 
Encoder

Sequence 
Decoder

LSTM

I loved this 
family story , 

it was 
touching .

Attention Layer

Figure 3.13: Overview of the attention-enhanced attribute-to-sequence model for
review generation. Image source: Dong et al. (2017).

There is increasing attention for combining preference prediction
with review generation. As sentiment classification plays an important
role in e-commerce review analysis, Radford et al. (2018) describe a
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representation learning strategy to detect opinions while generating re-
views, where a generic sentiment tree bank was applied to represent the
sentiment label in user reviews (Socher et al., 2013). Many e-commerce
sites provide structured information, such as aspect-sentiment scores,
i.e., each review text contains sentences describing a number of aspects
of the item. Focusing on generating long Chinese reviews from aspect-
sentiment scores, Zang and Wan (2017) offer end-to-end sequential
review generation models (SRGMs). Unlike traditional seq2seq models,
SRGMs encode inputs of aspect-sentiment scores using multi-layer per-
ceptrons. Sharma et al. (2018) propose an LSTM-based neural network
to generate personalized reviews from multi-faceted factors, i.e., user
profiles and item attributes, where an additional loss term is used to
ensure consistency of the sentiment rating in the generated review.

Ni et al. (2017) put forward a collaborative-filtering generative
concatenative network to jointly optimize item recommendation and
generate personalized reviews. To generate personalized high-fidelity
reviews, Ni and McAuley (2018) come up with an encoder-decoder
model to use both user and item information as well as auxiliary,
textual input and aspect-aware knowledge, where an attention fusion
layer is introduced to control the influence of various encoders.

Some e-commerce sites have launched an interaction box called tips
on their mobile platforms. Figure 3.14 shows examples of reviews and
tips on Yelp. The left column is the review from the user “Monica H.”,
and tips from several other users are shown in the right column. Tips
are more concise than reviews and can reveal user experience, feelings,
and suggestions with only a few words. To generate concise tips from
reviews, Li et al. (2017b) suggest a multi-task learning framework for
tip generation and rating prediction. For abstractive tip generation,
gated recurrent neural networks are employed to decode user and item
latent factors, whereas for rating regression, a multilayer perceptron
network is employed to project user latent factors and item latent factors
into ratings. A persona-aware tip generation framework has been put
forward for personalized tip generation through adversarial variational
auto-encoders (aVAE) (Li et al., 2019b).

Opinion tags refer to a ranked list of tags provided by the e-commerce
platform that reflect the characteristics of reviews of an item; see
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Figure 3.14: Examples of reviews and tips selected from the restaurant “Gary
Danko” on Yelp. Users will get conclusions about this restaurant immediately after
scanning the tips with their mobile phones. Image source: Li et al. (2017b).

Figure 3.15. To assist consumers to quickly grasp a large number of
reviews about an item, opinion tags are increasingly being applied by
e-commerce platforms. Current mechanisms for generating opinion tags
rely on either manual labelling or heuristic methods, which is time-
consuming and ineffective. Li et al. (2021c) introduce the abstractive
opinion tagging task, where systems have to automatically generate a
ranked list of opinion tags that are based on, but need not occur in, a
given set of user-generated reviews.

The abstractive opinion tagging task comes with three main chal-
lenges: (i) the noisy nature of reviews; (ii) the formal nature of opinion
tags vs. the colloquial language usage in reviews; and (iii) the need to
distinguish between different items with very similar aspects. To address
these challenges, Li et al. (2021c) come up with an abstractive opinion
tagging framework, named AOT-Net, that first predicts a salience score
for each review, and given the salience scores, it groups all reviews into
opinion clusters and ranks opinion clusters by cluster size. With the
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Reviews:
The waitress was extremely attentive and even gave us a free fried man
tou dessert that came with condensed milk for dipping… I love it !! || A
more expensive meal but extremely satisfying and it was money
wellspent. || The dish and the lamb are no-limited. || I love this place.
Food is delicious and reasonably priced. || If you‘re around, go here -
you deserve it! || All in all; was a great experience and the service is
really above and beyond. || The shrimp was fresh and the pork mixture
was tasty. || Everything was delicious! The dumplings’s was thin and it
was very juicy. || They are consistent at each location with their great
service. || The environment is very tidy and clean. And the service
was good though. || Many lamb portions are eaten unlimitedly! ||
Fairly quick and polite service. It worth that price!

Opinion tags: hospitable service,  delicious food, value for money,  
ample food,  clean environment.

Figure 3.15: An example of a set of reviews and their corresponding opinion tags.
Image source: Li et al. (2021c).

designed alignment feature and alignment loss, AOT-Net sequentially
reads ranked opinion clusters and generates opinion tags with ranks. To
generate opinion tags in a personalized way, Zhao et al. (2022b) select
the information that users are interested in from reviews and then gen-
erated a ranked list of aspect and opinion tag pairs. The authors track
user preferences not only using explicit feedback, i.e., reviews, but also
using implicit feedback such as clicks and purchases in a heterogeneous
graph neural network model.

3.2 E-commerce Users

Over 55% of online customers start to search on an e-commerce website
as opposed to a generic web search engine (Zhou et al., 2018e). Besides
desktop clients, there are multiple e-commerce environments, e.g., mobile
apps, smart watches, and interactive systems. These devices provide new
means of interaction for users with e-commerce interfaces. User behavior
on e-commerce platforms can be divided into two types: implicit feedback
and explicit feedback (Brown et al., 2003; Su et al., 2018b). Implicit
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feedback is captured in transaction logs and includes clicks, purchases,
browses, and engagements, etc.; explicit feedback of online shopping
is captured in user comments, chat logs, and questions. Following Lo
et al. (2016), Zhou et al. (2018e), Gao et al. (2019b), and Chen et al.
(2020c), we list eight types of user behavior information from e-commerce
platforms:

• Clicks. As the entrance to an item page, a click on an item hints
that the user is interested in the item. Click sources include the
home page, shopping cart page, sale page, and the search result
page, etc. Zou et al. (2020a) find that the more clicks, the bigger
the interest from the user.

• Purchases. In e-commerce systems, purchases are very strong
signals for recommendation. Most e-commerce platforms employ
the Gross Merchandise Volume (GMV) as a gold standard for mea-
suring success. GMV indicates the total amount of purchases from
merchandise sales as the target of optimization of e-commerce (An-
derson and Anderson, 2002; Lee et al., 2001). Many recent studies
use binary purchase information as the learning objective to char-
acterize different levels of clicks (Zhou et al., 2018e).

• Browses. On an item detail page, there are three browsable com-
ponents: the main page (including basic information, title, price,
pictures, etc.), the specification page (including more parameters
and details), and comment page. The browsable components are
helpful to understand users’ interests, e.g., if a user browses the
comments and specifications instead of only browsing the brief
information, they have a higher probability of buying this item.

• Add-to-carts. Adding to cart and ordering actions offer strong
signals for e-commerce search and recommendation (Su et al.,
2018b). Adding to cart usually reflects a strong sign of buying an
item, whereas it may also reflect an interest shift phenomenon or
high potential for re-purchase (Zhou et al., 2018e).

• Dwell time. Dwell time is an effective signal to measure user
engagement (Yi et al., 2014). It denotes the length of time that
a user spends on a web page before navigating to another page.
Typically, the longer the dwell time, the more appealing the page.
Dwell time is widely captured on e-commerce sites.
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• Product-aware question answering. As explained above e-
commerce platforms allow consumers to ask product-aware ques-
tions to those whom bought the same product. Correspondingly,
consumers can also answer these questions asked by other users
on the platform. These questions and answers provide explicit
feedback and opinions of the user (Gao et al., 2019b).

• Interactions with customer services. Provided to customers
before, during, and after a purchase, customer services give direct
one-on-one interactions between a consumer and the e-commerce
service provider via multiple channels, e.g., dialogues, emails,
and messages. Most user feedback from customer service is tex-
tual information. However, recently more and more multi-modal
information, e.g., images, videos and audio messages is also in-
cluded (Zhao et al., 2021a).

• Reviews and comments. As explained above, reviews and
comments are prevalent in e-commerce platforms. Reviews and
comments, written by consumers, explicitly reflect their opinions
about specific products and services on the e-commerce platform.

Given these types of user behavior, recent research on analyzing user
behavior on e-commerce platforms focuses on answering the following
questions:

• How do people make their shopping decisions? What is the process
from a user’s click to their purchase in e-commerce?

• What is the post-click behavior in e-commerce? What is the
difference between macro-behavior and micro-behavior?

In this section, we analyze recent work on user behavior analysis in
e-commerce: (i) click behavior analysis (Section 3.2.1); and (ii) user
engagement and post-click behavior (Section 3.2.2).

3.2.1 From clicks to purchases

As an e-commerce user interacts with an item, they express a certain
degree of interest in the item. When users browse an e-commerce
platform, they may examine a specific item that is sufficiently relevant
or intriguing. User clicks are an important signal for tracking a user’s
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interest (Chuklin et al., 2015). A user’s online shopping behavior can
be divided into two consecutive stages: item selection/clicks, and the
decision to purchase the clicked item. Users may have different intentions
while shopping online, e.g., some wish to make a purchase as soon as
possible while others are just looking around so as to get inspired.
Therefore, Wu et al. (2018a) argue that clicks, as a kind of implicit
feedback, should be integrated with other kinds of feedback to evaluate
the “relevance” of items given a query on e-commerce portals.

During online shopping, users can add items to shopping carts and
purchase them, but many platforms also facilitate additional types of
activity. For instance, “adding to favorites” is a function to help users
save some potentially interesting items for future purchase activities. To
some extent, the degree of “adding to favorites” reflects the popularity of
an item that can be exploited as a facet for item ranking for e-commerce
search and recommendation (Li et al., 2011).

To boost sales, some online retailers modify the ranking of their items’
popularity with the usage of crowdsourcing platforms. For example, Su
et al. (2018b) investigate and detect such kind of activities in e-commerce,
e.g., crowd workers need to follow some particularly designed guidelines
to disguise themselves as normal users. An example of this crowdsouring
“add to favorites” task is shown in Figure 3.16. By simultaneously
manipulating a number of crowdsourcing tasks and collecting user
behavior, the authors compare behavioral attributes between normal
activities and spamming activities. Figure 3.17 shows these comparisons
in terms of four behavioral attributes: query length, page number,
browse time (time period between search and click), and dwell time (on
detailed item pages).

Different recommendation scenarios on an e-commerce platforms
may yield different types of user click and purchase behavior. E.g., clicks
on the follow-up recommendation results after adding an item to the
shopping cart, and clicks on the recommended results listed on an item’s
detailed page (Zhou et al., 2018e). The diversity in scenarios may make
it harder to interpret clicks and their relation to purchase behavior. In
e-commerce search and recommendation, a purchase action is a natural
ground-truth label for a click. If a user ends up purchasing an item after
clicking on it, such a click indicates the user’s strong interest in and
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Add

Crowdsourcing Task: Add to Favorites in Online Shopping Site

ID: 86414 Reward: US$ 0.72 Bidding Start: 2017-03-14 Bidding Start: 2017-03-17

Task	 Information

Task	Description

(1): Submit one of the following queries:
a. cowhide thermal boot man
b. cowhide corduroy boot man

(2): Browse the results list for 3 minutes
(3): Click on the item in the figure below
(4): Browse the details page for 2 minutes
(5): Click the Add to Favorites button

Task	Submission

(1): Screenshot of your account
(2): Screenshots of each step

Task Attachments

Figure 3.16: An example of crowdsourcing “add to favorites” task. Image source:
Su et al. (2018b).

satisfaction with the item. Accordingly, the conversion rate has been
proposed as an important signal (Zhou et al., 2018e):

Conversion rate = Number of clicks that ended with an order
Number of clicks . (3.1)

Purchase intent represents a predictive measure of subsequent purchas-
ing behavior. Understanding purchase intent and how it is built up
over time is important for personalized and contextualized e-commerce
services. In recent years, many studies have explored the conversion
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Figure 3.17: Comparisons of behavior attribute distributions between normal and
spamming “add to favorites” activities. Image source: Su et al. (2018b).

from clicks to purchases (Wen et al., 2019a; Liu et al., 2020d). More-
over, to understand how user activities lead to purchase intent, both
long and short-term purchase intent have been investigated (Lo et al.,
2016; Brown et al., 2003; Kim et al., 2003; Sismeiro and Bucklin, 2004;
Swinyard and Smith, 2004; Suh et al., 2004; Van den Poel and Buckinx,
2005; Young Kim and Kim, 2004).

Studies focusing on short-term purchase intent analysis have in-
vestigated user demographics (Young Kim and Kim, 2004), purchase
patterns (Kim et al., 2003), item attributes (Brown et al., 2003; Van den
Poel and Buckinx, 2005), and click streams (Sismeiro and Bucklin, 2004).
Young Kim and Kim (2004) find that the transaction, cost, and incen-
tive programs are important predictors for determining the short-term
intention to purchase clothing, jewelry, and accessories on e-commerce
portals. Furthermore, McDuff et al. (2015) present a large-scale analysis
of the connection between facial responses and purchases.
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Lo et al. (2016) focus on long-term purchase intent analysis. The
authors perform a large-scale long-term cross-platform study of user
purchase intent and how it varies over time. They focus on four kinds of
signals of user actions to detect purchase intent: closing-up on a piece
of content, clicking through a link to an external website, searching
for content, and saving content for later retrieval. The authors find
that signals for purchase intent tend to slowly build up over time, and
sharply increase about three to five days before a purchase. Moreover,
users with a long-term purchase intent tend to save and click-through
more content; these signals may be present for weeks before a purchase
is made and they are amplified in the last three days before purchase.

Social interactions can also be used to improve understanding of
consumer behavior (Guo et al., 2011; Gunawan and Huarng, 2015; Hajli
et al., 2017; Testa et al., 2018). Users may consult their social network
when they need to purchase something they are unfamiliar with. Thus,
although social relations only provide implicit signals, they have been
found to be useful to understand purchase decisions (Guo et al., 2011).
Bhatt et al. (2010) find that purchase intent from highly connected
individuals is correlated with adoption by users in their social circle.
However, there is little evidence of social influence by these high degree
individuals. The spread of purchase intent remains mostly local to first-
adopters and their immediate friends. In a 2011 study of information
passing in Taobao, Guo et al. (2011) verify that implicit information
passing is present in the network, and that communication between
buyers is a fundamental driver of purchasing activity. Zhang and Pennac-
chiotti (2013) present a system to understand the relation between users’
Facebook profiles and purchase behaviors in eBay. Extensive analyses
have been done on a benchmark dataset collected from Facebook and
eBay; the authors find that there are significant correlations between
social network information and online purchases.

3.2.2 User engagement and post-clicks

User engagement is usually described as a combination of cognitive
processes such as focused attention, affection, and interest (Mathur et
al., 2016). In e-commerce, there is a long line of research that analyses
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user engagement (e.g., O’Brien and Toms, 2010; Vanderveld et al., 2016;
Wu et al., 2017a; Zou et al., 2020a). User engagement in e-commerce can
be divided into two categories: short-term engagement and long-term
engagement (Zou et al., 2020a). Short-term engagement refers to the
instant response (e.g., clicks and dwell time on an item page), which
reflects the users’ real-time preferences. However, the systems may not
only want to optimize for more clicks or purchases, but also to keep
users in active interaction with the system (i.e., user stickiness), which
is typically measured by delayed metrics (Lehmann et al., 2012).

Long-term user engagement is more complicated than short-term
user engagement; it includes, e.g., dwell time on applications, depth of
the page-viewing, and the internal time between two visits (Wu et al.,
2017a). Long-term user engagement reflects the user’s desire to stay on
the e-commerce portal longer and use the service repeatedly (Zou et al.,
2020a), i.e., the “stickiness.”

After clicking an item via search results or recommendation results,
the user enters the item page. A user’s post-click refers to the user’s
actions within the item page after the user clicks, including inner-item
clicks (i.e., clicks within the item page), purchases, service contact, and
thumbnail picture views (Rosales et al., 2012; Yi et al., 2014; Mao
et al., 2014). Recent studies aim to characterize such post-click behavior
on item pages as different post-click behavior has sharply different
conversion rates (Zhou et al., 2018e; Liu et al., 2020d; Lalmas and Hong,
2018; Wu et al., 2018a).

To illustrate post-click behavior on an e-commerce platform, Figure
3.18 provides an example of observed data of a user during a short
period. We see that the user first enters a product page for the iPhone
7 from a search result page. After reading the detailed description
and comments, this user adds the item to their shopping cart. Then,
the user shifts to a page for the iPhone 6 from the search result page
and reads the comments. After that, they browse a page devoted to
iPhone 7 cases from the sales page and order the case. Finally, they
jump to a page about the Samsung Galaxy from the home page of the
e-commerce site. During this period, two kinds of post-click behavior
can be found: (i) from a coarse-grained perspective, the user interacted
with the iPhone 7, the iPhone 6, iPhone 7 cases, and the Samsung
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Dwell Time

Activity

Product iPhone 7 iPhone 6 iPhone 7 Case Samsung 
Galaxy

Figure 3.18: An illustrative example of post-click behavior from JD.com. Image
source: Zhou et al. (2018e).

Galaxy; and (ii) from a fine-grained perspective, each coarse-grained
interaction includes a sequence of behavior that can indicate how the
user locates the item page, whether the user clicks detailed information,
whether a user adds-to-cart or orders an item, and how long the user
dwells on an item (Zhou et al., 2018e).

As mentioned in Section 3.2, typically, there are three browsing
modules on e-commerce sites: the main page (including basic informa-
tion, title, price, and pictures), the specification page (including more
parameters and details), and the comment page. Figure 3.19 illustrates
the relations between clicks and these browsable components (Zhou
et al., 2018e). We see that a user is more likely to buy an item if they
produce more clicks on its different browsable components, i.e., a user
may gather basic information from the main item page, review feedback
from the comment page, and click images to check if the item satisfies
their requirements. Liu et al. (2020d) show how dwell time is related
to clicks and browsable components; see Figure 3.20. The dwell time
on an item is related to how a user locates the item. As shown in Fig-
ure 3.20(b), the longer the dwell time, the more likely a user would visit
detailed components, including reading comments and specifications.

Zhou et al. (2018e) investigate the relation between certain types
of post-click behavior and the conversion rate (CVR). They find that
the post-click behavior “Cart” has the highest conversion rate, which
means if a user adds an item to the cart, they are more likely to order
it in the end. Similarly, if a user enters an item page from the list of
items in the cart, they are also very likely to order it. When the dwell
time is outside a certain range, the conversion rate drops. If the user
stays much longer than they need to finish the page, they might have
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Figure 3.19: The relation between clicks and browsing modules. Image source: Zhou
et al. (2018e).

(a) Dwell time vs. clicks (b) Dwell time vs. browsing module

Figure 3.20: Performance of dwell time, clicks, and browsable components. Image
source: Zhou et al. (2018e).

transferred their attention offline. It is observed that users’ interactions
often exhibit a monotonic structure, i.e., the presence of a more explicit
interaction (such as reviews) necessarily implies the presence of a more
implicit signal (such as clicks) (Wan and McAuley, 2018).

3.3 Discussion

In this section, we have surveyed the infrastructure of e-commerce plat-
forms, i.e., presentations and users. Specifically, we have introduced
six information components that are widely applied on e-commerce
platforms: search results, recommendation results, titles, product de-
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scriptions, question answering, and reviews. We have highlighted studies
about user behavior in e-commerce, including user clicks, purchases,
engagement, and post-click behavior.

For e-commerce presentations, we have introduced basic concepts
and identified key components of e-commerce interfaces. We have found
that almost every e-commerce site provides six information compo-
nents: search results, recommendation results, item titles, item features
and descriptions, question answer pairs, and user reviews of the item.
Furthermore, we have summarized recent studies that focus on analyz-
ing the effect of these information components. Empirical studies on
these information components have revealed remarkably high correla-
tions between user behavior and information displayed in e-commerce
presentations.

For e-commerce users, we have observed complex user behavior from
clicks to purchases. According to empirical studies on e-commerce users,
signals for purchase intent tend to slowly build up over time and sharply
increase before a purchase. Studies also find that users are more likely
to buy an item if they produce more clicks on its different browsable
components. If a user adds an item to a cart, they are more likely to
purchase it in the end. Similarly, if a user enters an item detail page
from the list of items in the cart, they are also very likely to purchase
it.

To gain a deeper understanding of information discovery on e-
commerce platforms, we list three research questions to guide the
following three sections:

• Can we model user behavior and profile users by using multiple
types of user behavior, e.g., clicks, post-clicks, and purchases?

• How can we understand frameworks and components of e-com-
merce search through interactions between users and search en-
gines?

• What are the principles and characteristics of e-commerce recom-
mendations?

We will address these questions through discussions in Section 4, 5,
and 6, respectively. A considerable amount of relevant work about infor-
mation components will be discussed in Section 7 as they have a clear con-
nection to question answering and dialogue generation in e-commerce.



4
E-commerce User Modeling

In Section 3, we discussed work on e-commerce information infrastruc-
tures, focusing on e-commerce presentations, and on e-commerce users.
The unique characteristics of e-commerce users make modeling for e-
commerce users essential when attempting to understand and support
information discovery (Lo et al., 2016; Huang et al., 2018b). E-commerce
user modeling can be separated into two types: user behavior modeling
and user profiling. Given specific user behavior in various scenarios,
e.g., click behavior, purchasing behavior, and post-click behavior, user
behavior modeling focuses on learning a model of user behavior to
predict the user’s next preference. In contrast, user profiling aims to
predict a user’s profile (e.g., age, gender, and occupation) given the
user’s behavior records. In this section, we survey research on user
behavior modeling and user profiling in e-commerce. First, we detail
user behavior modeling approaches in Section 4.1. Next, we discuss
studies on user profiling in e-commerce in Section 4.2. Lastly, Section 4.3
discusses emerging directions in e-commerce user modeling.
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4.1 User Behavior Modeling in E-commerce

In this section, we describe research on e-commerce user behavior model-
ing, including click behavior modeling (Section 4.1.1), post-click behavior
tracking (Section 4.1.2), and purchase intent modeling (Section 4.1.3).

4.1.1 Click behavior modeling

Click actions recorded in query logs have successfully been applied to
extract important features in the context of ranking scenarios (Agichtein
et al., 2006). Regarding web search, click models have been proposed
to help the search engine understand interactive user behavior (Guo
et al., 2009; Yilmaz et al., 2010; Zhang et al., 2011; Chuklin et al.,
2015; Borisov et al., 2016). Early research on the topic aimed to track a
user’s behavior by using probabilistic graphical models. More recently,
neural networks have been applied to improve the performance of click
models by representing user behavior to capture the user’s information
needs (Borisov et al., 2016). Focusing on improving the effectiveness
by exploiting information from user-system interactions, Ferro et al.
(2017) explore embedding dynamic interactions into learning to rank
frameworks. Thereafter, curriculum learning and continuation methods
have been successfully applied to exploit user interactions and facilitate
rank learning (Ferro et al., 2019).

Given the work mentioned above, click behavior modeling has re-
ceived an increasing amount of attention in e-commerce scenarios (see,
e.g., He et al., 2014; Chapelle et al., 2015; Chen et al., 2016b; He and
Chua, 2017; Li et al., 2017a; Wu et al., 2018a; Zhou et al., 2018e; Huang
et al., 2019; Gong et al., 2020; Bian et al., 2021; Wen et al., 2021). View-
ing click prediction as a binary classification problem, the researchers
who conducted those early studies employed logistic regression to predict
whether an item will be clicked (Richardson et al., 2007), where hand-
crafted features are extracted from raw data to optimize a log-likelihood
objective function for training. Latent factor optimization approaches,
e.g., factorization machines (Rendle, 2010), have also been applied to
use importance-aware and hierarchical structures purposed to manage
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dynamic user behavior (Oentaryo et al., 2014). In Section 6.3.2, we detail
studies about factorization machines in e-commerce recommendation.
CTR prediction metric. The click-through rate (CTR) is a widely
applied evaluation metric for click prediction that reflects the probability
of a click in a trial impression. Following Regelson and Fain (2006),
we established p as the probability of a click, P = {p1, p2, . . . , pN }
as the set of product items, and U = {u1, u2, . . . , uM } to represent
the set of users. The maximum-likelihood estimate of p refers to the
number of observed successes divided by the number of trials, i.e.,
clicks/impressions. Given a set of search or recommendation sessions S

and a query q, the probability of a product CTR(p|q) can be formulated
as follows:

CTR(p|q) =
∑

sq∈S

Ψsq (p)
|sq ∈ S|

, (4.1)

where sq denotes a session with q, and Ψsq denotes an event of a click
within sq.
From shallow to deep models. CTR has been widely applied as
an evaluation metric for click modeling in e-commerce portals. Rendle
and Schmidt-Thieme (2010) introduce a tensor-based method for CTR
prediction; Bayesian approaches have also been used effectively for
CTR prediction (Graepel et al., 2010). Starting in 2015, deep learning
significantly improved CTR estimation by transferring traditional ar-
chitectures and developing new ones. Deep neural networks effectively
capture high-order feature interactions, resulting in better CTR predic-
tion performance. Zhang et al. (2016a) describe a deep neural network
to learn patterns from categorical feature interactions. Similarly, Chen
et al. (2016b) and Zhu et al. (2017) employ neural network models
with multiple fully-connected layers to predict user clicks. Aryafar et al.
(2017) investigate CTR prediction in promoted listings by using an
ensemble learning approach to use different signals of listings. Generally,
these logistic regression models can effectively achieve memorization
by applying cross-product transformations over sparse features. More
recent work involves representing sparse features as dense vectors, which
are concatenated to form an instance vector. This vector is then passed
through a multi-layer perceptron, with a sigmoid output layer, to predict
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the click probability. These advancements have greatly enhanced model
accuracy in CTR tasks (Zhang et al., 2021b).
Wide & Deep model. Modeling the interactions between features,
especially the interactions between low-order and high-order features,
is essential for click prediction. The Wide & Deep model (Cheng et al.,
2016) considers low- and high-order feature interactions simultaneously.
Wide & Deep pursues the balance between memorization and gener-
alization. Owing to its simple structure, the “strong” features (i.e.,
feature combinations) of Wide & Deep allow for the assignment of
larger weights during training, thus endowing the model with stronger
memory. Besides the deep component based on an MLP, Wide & Deep
consists of another component, the wide component. It is a generalized
linear model with an input feature set that includes raw features and a
feature that has been transformed by the cross-product transformation
and is defined as

ϕk(x) =
d∏

i=1
xcki

i , cki ∈ {0, 1}, (4.2)

where cki is a Boolean variable that is 1 if the i-th feature is part of the
k-th transformation ϕk, and 0 otherwise. Such a transformation allows
the model to capture the interactions between the binary features, and
adds nonlinearity to the wide component. The overall model architecture
of Wide & Deep is shown in Figure 4.1. Wide & Deep has been shown
to be effective in e-commerce recommendation scenarios; more details
are provided in Section 6.3.3.

The Wide& Deep model is a representative of dual tower models
for user behavior modeling. Similarly, DeepFM (Guo et al., 2017),
DCN (Wang et al., 2017c), xDeepFM (Lian et al., 2018) and Au-
toint (Song et al., 2020a) have also been put forward for CTR prediction.
The deep neural network part in these dual tower models can always be
regarded as a supplementary to learn the residual signal of the feature
interaction layer to approach the label, which yields stable training
and the improved performance. In contrast, single-tower models like
NFM (He and Chua, 2017) and the product-based neural network (Qu
et al., 2018) have enhanced their modeling capacity due to their more
sophisticated network structures, which allow them to capture complex
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Figure 4.1: Wide & Deep model architecture. Image source: Cheng et al. (2016).

feature interactions. However, they often struggle with issues such as
getting stuck in poor local minima and exhibit a heavy reliance on
careful parameter initialization. This sensitivity to initialization can
affect their training stability and convergence, making optimization
more challenging than for simpler models.
Attention models for CTR. Attention neural networks have been
proposed to enhance the performance of CTR prediction. The deep
interest network (DIN) (Zhou et al., 2018a) is the first model to introduce
the attention network mechanism for user behavior modeling with CTR
prediction. It assigns different weights to past behaviors based on their
relevance to the target item. To capture dynamic interest evolution, the
deep interest evolution network (DIEN) (Zhou et al., 2019) has been
proposed; it uses a two-layer GRU with an attentional update gate to
model evolving user interests. Further advancements, like the behavior
sequence transformer and the deep session interest network (Feng et al.,
2019), use self-attention to model behavior dependencies and session-
based representations, showing the importance of attention mechanisms
in CTR prediction (Xiao et al., 2020). More recent advances in user
click models with attention have focused on using deep neural networks
to capture complex interactions given user profiles, item attributes, and
contextual features (Hou et al., 2023). These models have shown great
potential in improving the accuracy and scalability.
Memory-based models. With the accumulation of large amounts
of user behavior data on large e-commerce platforms, effectively han-
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dling long behavior sequences is increasingly important. However, many
models such as DIN (Zhou et al., 2018a) struggle with the time com-
plexity when processing such sequences. To address this, Ren et al.
(2019a) introduce the hierarchical periodic memory network; it uses a
lifelong memory mechanism with multi-layer GRUs updating at differ-
ent frequencies, capturing long-term and multi-scale temporal patterns.
Similarly, the user interest center and the multi-channel user interest
memory network are designed to handle long-term user interest model-
ing, providing a more systematic, industrial-level approach (Pi et al.,
2019). Multi-interest networks have also been studied to improve the ro-
bustness and consistency in user click modeling (Cen et al., 2020; Chang
et al., 2023). To mitigate noisy correlations and user intent vanishing
during this procedure, attribute transition graphs and matching among
various patterns need to be constructed. To this end, Liu et al. (2023c)
characterize user intents with attribute patterns, where the frequent
and compact attribute patterns serve as memory to augment session
representations.
Hybrid models combining multiple factors. To address the com-
plexity of feature interactions, various hybrid models have been pro-
posed. For example, the gradient boosting decision tree model (GBDT;
Chen and Guestrin, 2016) has been applied successfully to predict
user clicks (He et al., 2014). Figure 4.2 illustrates the structure of a
hybrid model with GBDT and logistic regression. The model concate-
nates the boosted decision trees, which transforms features and the
sparse logistic regression classifier. The input is a structured embedding
x = (ei1 , ei2 , . . . , ein) for each item x, where ei refers to the i-th unit
vector, and in is the index of the categorical features. The output of the
model is a binary label y ∈ {+1, −1}, which indicates a click or no click.
Given a labeled pair (x, y), the authors denote the linear combination
of active weights as s(y, x, w), which can be calculated as follows:

s(y, x, w) = y · wT · x = y
n∑

j=1
wj,ij , (4.3)

where w is the weight vector of the click score. Using stochastic gradient
descent (SGD; Saad, 1998), the authors inferred the likelihood function
p(y|x, w) by applying a sigmoid function over s(y, x, w). Based on these
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Figure 4.2: Overview of the hybrid click prediction model that uses GBDT and
logistic regression. Image source: He et al. (2014).

transformed features, the authors applied logistic regression to predict
a click or no click. Boosted decision trees are able to aggressively reduce
the number of active features with only moderate prediction accuracy
degradation. The hybrid click model is widely applied in e-commerce
recommendations for candidate ranking (see Section 6.3.2 for more
details).

To explore the feature interactions hidden in data collections, Guo
et al. (2017) propose a neural network method, i.e., DeepFM, that
combines the architectures of factorization machines and deep neural
networks. As shown in Figure 4.3, DeepFM uses a wide and deep
component to share the same raw input feature vector; this allows the
model to learn low- and high-order feature interactions simultaneously.
All parameters are jointly trained for the combined prediction model,
as described by Equation 4.4:

ŷ = sigmod(yF M + yDNN ), (4.4)

where ŷ ∈ (0, 1) refers to the predicted CTR, yF M is the output of the
FM component, and yDNN is the output of the deep component. The
authors apply a feed-forward network in the deep component to learn
higher-order feature interactions.
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Figure 4.3: Architecture of the DeepFM model for CTR prediction. Image source:
Guo et al. (2017).

More DeepFM model-based deep learning methods have been pro-
posed to address the CTR prediction problem, including deep convolu-
tional neural networks (CNNs) (Chan et al., 2018) and deep interest
neural networks (Zhou et al., 2018a; Feng et al., 2019; Li et al., 2019a;
Zhou et al., 2019; Chen et al., 2021a; Zhu et al., 2021a; Guo et al.,
2022b; Cheng, 2022). All of the above-mentioned deep neural networks
have significantly contributed to the optimization of item ranking in
e-commerce search and recommendation; this will be further discussed
in Sections 5.4 and 6.3.3, respectively.

To ensure consistent evaluation and comparison of CTR prediction
models, benchmark frameworks such as the open benchmarking for
CTR (Zhu et al., 2021b) and BARS-CTR (Zhu et al., 2022a) have been
introduced. These frameworks provide a standardized way to evaluate
model performance across different datasets, improving reproducibility
and promoting further advancements in CTR prediction research.

4.1.2 Post-click behavior tracking

As we have discussed in Section 3.2.2, post-click behavior plays an im-
portant role in modeling for e-commerce users in search (Section 5) and
recommendation scenarios (Section 6). Multiple studies have focused on



4.1. User Behavior Modeling in E-commerce 473

applying various types of interaction signals to model post-click behav-
iors in search and recommendation scenarios. Sculley et al. (2009) mea-
sure users’ post-click experience by evaluating the corresponding bounce
rate. The model proposed by Zhong et al. (2010) uses both user clicks
on the search page and post-clicks beyond the search page to provide
an unbiased estimation of document relevance. Lalmas et al. (2015) in-
vestigate how viewport time can be used to measure user attention level
as an engagement metric. O’Hare et al. (2016) use user interactions as
signals within the clicked items to enhance the search results. Wan and
McAuley (2018) determine the monotonic dependency between explicit
user signals and more implicit signals to improve recommender systems.
Lu et al. (2018) propose a preference prediction model to predict user
actual preferences for the clicked items by taking into account multiple
post-click interactions.
Dwell time. As we have discussed in Section 3.2.2, dwell time is
the most common evaluation metric for the analysis of post-click user
behavior (Yin et al., 2013). Accordingly, Yin et al. (2013) built a
graphical model that focuses on using explicit user feedback and dwell
time to predict user preferences in e-commerce recommendations. Yi
et al. (2014) show that integrating dwell time into the learning objective
or learning weight results in better recommendation performance than
pure predictions of the CTR. Rosales et al. (2012) and Chapelle et
al. (2015) use dwell time as a proxy of post-click experience in online
advertising to improve the ranking performance. Bogina and Kuflik
(2017) explore the value of incorporating dwell time for session-based
recommendations by boosting items above the preassigned dwell time
threshold. Modeling user behavior by taking into account dwell time
has been shown to facilitate e-commerce recommendation performance.
In Section 6.2.3, we will discuss more studies that focused on modeling
sequential user dynamics by using dwell time.
User return modeling. There is a limited amount of work on model-
ing user returns in e-commerce, especially when user returns depend
heavily on the quality of the provided service (Lo et al., 2016; Zhou
et al., 2018e). The model developed by Zhou et al. (2018e) provides rich
user interfaces after a user clicks an item. For instance, it encourages
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Figure 4.4: Micro-behavior modeling framework. Image source: Zhou et al. (2018e).

users to visit different item modules or sub-pages, i.e., to read comments
or click on pictures embedded within the item page; this generates a
large amount of heterogeneous post-click behavior. Three problems pose
a challenge for attempts to model micro-behavior on e-commerce plat-
forms: (i) Sparseness and high dimensionality of the user representation;
(ii) Sequential information of micro-behavior; and (iii) Diverse effects of
micro-behavior. To address these three challenges, Zhou et al. (2018e)
propose the framework shown in Figure 4.4, which consists of five layers:
an input layer, an embedding layer to solve the problems of sparseness
and high dimensionality, an RNN layer to model sequential information,
an attention layer to capture the diverse effects of micro-behavior, and
an output layer. The input of the model comprises the data of a user,
u, with a sequence of micro-behavior. Formally, the authors define it as
the sequence Su = {x1, x2, . . . , xn}, where each xi is a tuple, i.e.,

xt = (pv, am, dk), (4.5)

where pv ∈ RV is a one-hot indicator vector where pv(i) = 1 if xi is about
the i-th product and other entities are zero. Similarly, am ∈ RM and
dk ∈ RK are indicator vectors for activities and dwell time, respectively.
Each indicates a unique element in the product set P , activity set A,
and dwell time set D, respectively. Here, the vocabulary sizes of P , A,
and D are V , M , and K, respectively, and there are V × M × K tuples
in total. To address sparseness and high-dimensionality problems, the
authors design an embedding layer to transform the input xt into a
low-dimensional dense vector et:

et = concatenate(WP pv, WAam, WDdk), (4.6)
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where WP ∈ RdP ×V , WA ∈ RdA×M , and WD ∈ RdD×K , where dP ≪ N ,
dA ≪ M , and dD ≪ K are the number of latent dimensions for
products, activities, and dwell time, respectively. The initial weights of
WP , WA, and WD are trained by applying word2vec (Mikolov et al.,
2013). Additionally, the final embedding of xt is the concatenation
of three embeddings. To capture the sequential information of micro-
behavior, the authors build an RNN layer. The output of the embedding
layer et is the input of the RNN layer. The t-th hidden state unit output
is calculated as

ht = σ(Wehet + Whhht−1 + bt), (4.7)

where σ(·) is a non-linear activation function, e.g., ReLU, sigmoid,
or tanh; Weh ∈ Rdh×de , Whh ∈ Rdh×dh , and bi ∈ Rdh . To capture the
effects of micro-behavior, the authors introduce an attention layer (Mnih
et al., 2014) that assigns proper weights to each hidden unit; this helps
to obtain a more balanced output. The attention weight is mapped
from the hidden layer vector to a real valued score by the function σ(·).
To achieve sufficient expressive ability, the function σ(·) is typically
implemented by a neural network layer. Then, the final output is an
attention weighted pooling of the RNN layer. To exploit the different
transition patterns between items and operations in micro-behavior
modeling, Meng et al. (2020c) incorporate item knowledge into a joint
user modeling framework including a recurrent neural network and a
graph neural network. To incorporate the micro-behavior information
in the iterative process of user behavior modeling, Yuan et al. (2022a)
model a user session as a fine-grained sequence of micro-behaviors and
proposed a self-attention mechanism to encode the dyadic relations of
micro-behaviors.

Experimental results have confirmed that post-click user modeling
can provide deeper insights into user behavior, which is used to advance e-
commerce search and recommender systems by successfully modeling the
sequential dynamics in the candidate retrieval stage (Zhou et al., 2018e).
However, post-click behaviors are often sparse in real-world scenarios,
making it challenging to supplement large-scale implicit feedback. To
address this, recent studies have integrated post-clicks with other user
behaviors. Wen et al. (2019b) describe a generic probabilistic framework
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to fuse click and post-click feedback in recommender systems. Wang
et al. (2021) reveal the importance of mitigating the clickbait issue from
click behaviors, and apply causal inference to establish a causal graph
to reformulate the process. In Section 6.2.3, we discuss further studies
that have focused on integrating post-click tracking into e-commerce
recommendation.

4.1.3 Purchase-intent modeling

Purchase-intent prediction is another important task in e-commerce
modeling (Qiu et al., 2015; Kooti et al., 2016; Lo et al., 2016; Wan
et al., 2017). According to Bellman et al. (1999), the volume of online
activities of a customer proves useful when predicting the occurrence
of a future purchase. Statistical models of customer purchase behavior
have been studied for decades. Early research on purchase behavior
modeling was based on statistical approaches, e.g., negative binomial
distribution models (Bearden and Netemeyer, 1999; Kooti et al., 2016).
Features related to information gathering and the purchase potential
(e.g., monetary resources and product values) also help to predict the
purchase intention (Bearden and Netemeyer, 1999; Hansen et al., 2004;
Pavlou and Fygenson, 2006).
Feature-based methods. User-aware features have been successfully
applied to predict purchase intent in e-commerce scenarios. Qiu et al.
(2015) put forward a pipeline-based purchase-prediction approach that
includes three main components. First, the authors use associations
between products to predict the needs of customers; then, they combine
collaborative filtering and a hierarchical Bayesian discrete choice model
enable customer preference learning; lastly, they construct a support
vector regression-based model to calculate the popularity of products.
After analyzing user behavior on Pinterest, Lo et al. (2016) propose a
predictor to detect a user’s purchase intent. The authors apply five kinds
of feature: demographics, activity, action-type, content, and temporal
features. Wan et al. (2017) also introduce a three-stage model to predict
the purchase behavior on a real-world e-commerce portal. To identify
who can be converted to regular loyal buyers and then targeted to
reduce promotion cost, Liu et al. (2016a) describe a solution for repeat
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buyer prediction; they collect a large number of features to capture the
preferences and behavior of users, characteristics of merchants, brands,
categories, and items, and the interactions among them. Hendriksen
et al. (2020) analyze the potential of long-term historical records (from
logged-in users) to more accurately and reliably predict purchase intent.
Additionally, Ariannezhad et al. (2021) show that data that provides
information on customer behavior in one channel (e.g., online) can help
to predict purchase intent in other channels (e.g., offline). Social media
has become another important source of information to help explore
consumer purchase intentions (Mishne and de Rijke, 2006a; Zhang
and Pennacchiotti, 2013; Ding et al., 2015). Zhang and Pennacchiotti
(2013) explore whether users’ social media information is correlated
with their e-commerce profiling categories. Accordingly, the authors
use correlations to build machine learning algorithms to predict user
purchase behavior.
CVR prediction methods. Conversion rate (CVR) prediction is
another way to predict the user purchase intention on e-commerce
platforms. CVR calculates the proportion of users who will eventually
convert after clicking (Lee et al., 2012; Yang et al., 2016; Lu et al.,
2017; Wen et al., 2019a; Su et al., 2020b; Wen et al., 2020; Yasui et al.,
2020; Yang et al., 2021a; Hou et al., 2021; Li et al., 2021a). Because
conversions are extremely rare, CVR modeling is very challenging. CVR
can be split into the following two categories: post-view conversion and
post-click conversion, i.e., conversion after viewing an item without
having clicked it, and conversion after having clicked the item, respec-
tively. Most approaches focus on the task of post-click conversion. Wen
et al. (2019a) propose a decision tree ensemble model, i.e., ldcTree, that
exploits deep cascade structures and applies cross-entropy based feature
representations. Nonetheless, there are still three challenges in CVR
estimation: data sparsity, sample selection bias, and delayed feedback.
The data sparsity problem reflects the insufficiency of click samples
in training data. Sample selection bias refers to the systematic differ-
ence in the data distribution between the training space and inference
space (Wen et al., 2020). Figure 4.5 illustrates the sample selection
bias problem related to the development of an efficient industrial-level
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Figure 4.5: Illustration of the sample selection bias problem in conventional CVR
prediction, where the training space only consists of clicked samples, whereas the
inference space is the entire space of all items. Image source: Wen et al. (2020).

recommender system. The delayed feedback problem indicates that the
e-commerce platform can receive feedback with a delay after an item is
impressed or clicked by a user (Chapelle, 2014; Su et al., 2020b).

To address the data sparsity problem, Ma et al. (2018) consider the
entire space multi-task model, which aims to apply multi-task learning
to accomplish two subtasks of predicting the post-view click-through
rate and post-view conversion rate. Wen et al. (2020) observe that users
always engaged in abundant purchase-related actions after clicking.
Thus, they propose a deep neural network method within a multi-task
learning framework to decompose post-click behavior to predict CVR.
The authors distinguish between purchase-related actions and other
actions, which, taken together, can be used to form a probabilistic
sequential user behavior graph.

The above multi-task strategies are also helpful in alleviating the
selection bias problem. Furthermore, Zhang et al. (2020b) detail a
doubly robust estimation method to debias CVR prediction. Yasui et al.
(2020) provide a dual learning method to simultaneously address the
delayed feedback problem and the selection bias problem. To reduce the
variance of doubly robust loss to enhance model robustness, Guo et al.
(2021) enhance a more robust doubly robust approach for debiasing
post-click conversion rate estimation. But the authors do not directly
control the bias and the variance in an effective way. To address this
problem, Dai et al. (2022) propose a generalized framework of doubly
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robust learning, which unifies the existing doubly robust methods. Based
on this framework, two new doubly robust methods were proposed to
control the bias and mean squared error.

Chapelle (2014) describe a delayed feedback model to optimize CVR
as a joint probability over the predicted CVR and the delayed time
distribution. Yoshikawa and Imai (2018) extend this delayed feedback
model to a non-parametric model. Su et al. (2020b) focus on post-
click calibration in CVR modeling. The authors extract pre-trained
embeddings from impressions/clicks to enhance the conversion models;
they propose an inner/self-attention mechanism to capture the fine-
grained personalized product purchase interests. To estimate unbiased
CVR in the online settings, Yang et al. (2021a) introduce a elapsed-
time sampling delayed feedback model to track relations between the
observed conversion distribution and the true conversion distribution. Li
et al. (2021a) use an idealized dataset for training a prophet model that
can use the data properly, and then learn the actual model by imitating
the prophet. Chen et al. (2022) confirm the importance of dividing
observed samples in a more granular manner, and hence propose an
unbiased importance sampling method with two-step optimization to
address the delayed feedback issue.

These purchase-intent modeling strategies have been applied in e-
commerce searches and recommendations; we will discuss these strategies
in more detail in Sections 5.4 and 6.2.
CLTV prediction methods. Lastly, customer lifetime value (CLTV)
prediction has also received attention in recent years. CLTV is an
important task in e-commerce search and recommendation models.
CLTV is defined as the sales, net of returns, of a customer over a
1-year period. The objective of CLTV prediction is to improve three
key business metrics: (i) the average customer shopping frequency,
(ii) the average order size, and (iii) the customer churn rate. With
CLTV prediction, e-commerce retailers can rapidly identify and nurture
high-value customers (Vanderveld et al., 2016). Classic work on CLTV
prediction applies handcrafted features and ensemble classifiers (e.g.,
GBDT, Chen and Guestrin, 2016).
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4.2 User Profiling in E-commerce

A user profile refers to personal information about a specific user.
Personalization plays an important role in web search and recommender
systems. In e-commerce portals, user profiling is a critical module for
e-commerce information discovery tasks, as it provides personalized
content in search or recommendation results. User profiling can be
defined as the process of exploring information about a user’s interest
domain (Dong et al., 2014; Kanoje et al., 2015). Information about a user
can be used by e-commerce search and recommender systems to enhance
the system effectiveness because it enables better user understanding
(see Section 5.3.5 and 6.4). Given that it originated from work on the
prediction of user purchase intention, research into user profiling in
e-commerce has continuously garnered attention over the years (see,
e.g., Solomon and Behavior, 1994; Braynov, 2003; Hollerit et al., 2013;
Zhang and Pennacchiotti, 2013; Gupta et al., 2014; Rahdari et al.,
2017; Huang et al., 2018b). Early work on user profiling for e-commerce
mainly focuses on information filtering, social media analysis, web
searches, and fraud detection (Solomon and Behavior, 1994; Fawcett
and Provost, 1996; Adomavicius and Tuzhilin, 1999; Kuflik and Shoval,
2000; Braynov, 2003). Most of these are rule-based strategies. For
example, Fawcett and Provost (1996) employ a rule-based user-profiling
method to uncover indicators of fraudulent behavior. These indicators
were used to create user profiles that were then applied as features of
their proposed system, which combines evidence from multiple profilers
to generate high-confidence alarms.

4.2.1 Types of user profiling

User profiling can be classified as either profile extraction and profile
learning (Tang et al., 2010). Profile extraction focuses on extracting
information about a user, such as demographic data (e.g., age, gender,
location) or basic behavior patterns. However, in e-commerce, profile
extraction is often less critical because it provides only a fixed snapshot of
the user, lacking the adaptability needed to capture evolving preferences
and real-time behavioral changes. In contrast, profile learning is more
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significant as an e-commerce modeling tool (Kuflik and Shoval, 2000;
Cufoglu, 2014). Profile learning methods can be grouped into three
categories: (i) content-based methods, (ii) collaborative methods, and
(iii) hybrid methods (Cufoglu, 2014). Content-based methods infer user
profiles based solely on the users’ own previous behavior (Kuflik and
Shoval, 2000). Collaborative methods in user profiling focus on applying
collaborative filtering approaches to infer profile information based on
the behavior of users in a suitably defined neighborhood of similar users.
Collaborative filtering methods can be classified as either memory-based
methods or model-based methods (Godoy and Amandi, 2005; Cufoglu,
2014). Memory-based solutions estimate ratings for a user based on the
entire collection of previous ratings of similar users (Adomavicius and
Tuzhilin, 2005; Su and Khoshgoftaar, 2009).

In contrast to memory-based collaborative filtering methods for user
profiling, model-based methods use the collection of ratings to learn a
model to estimate user profiles (Su and Khoshgoftaar, 2009). Hybrid
methods have garnered attention because they combine content-based
methods and collaborative methods (Godoy and Amandi, 2005). Re-
garding research on personalized recommendations, to capture users’
information and interest, Liu et al. (2010) introduce a dynamic collabora-
tive filtering method for news recommendation where the recommender
constructs user profiles based on their past click behavior. The authors
conduct a log analysis of the changes in user interest in news topics over
time. By classifying users’ news interests as either genuine interests or
the influence of local news trends, the authors are able to (i) construct
a Bayesian framework to model a user’s genuine interests based on
their past click behavior, and (ii) predict current interests by jointly
analyzing the genuine interest and the local news trends.

4.2.2 User profiling with social media

Social media is playing an important role in e-commerce user profiling.
On the one hand, social media provides a source for generating user
profiles, especially when addressing the cold start problem. Mishne and
Rijke (2006b) provided an early example of this idea, using a com-
bination of text analysis and external knowledge sources to estimate
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the commercial tastes of bloggers from their posts. On the other hand,
profiling information learned from social media data can be applied to ex-
plore the user’s purchase intentions on e-commerce platforms. Targeting
users with no history on an e-commerce site, Zhang and Pennacchiotti
(2013) focus on predicting the purchase behavior by proposing a feature-
selection method to predict the product categories from which a user
will buy. Representing user purchase intent as textual information that
indicates a desire to purchase a product or service in the future, Gupta
et al. (2014) propose a binary classification approach to identify the user
purchase intention based on their social media posts. Ding et al. (2015)
explore relationships between a user’s consumption habits and their
social media data. They propose a consumption intention mining model
(CIMM) based on CNNs. Lo et al. (2016) analyze user activities in social
media to build a time-varying model to predict user purchase intent.
The authors analyze Pinterest1 data to understand how the usage of
an e-commerce platform relates to future user shopping behavior. They
find that indicators of purchase intent tended to gradually build up over
time and sharply increase 3 to 5 days before purchase. Multi-modal
information has also been applied to infer user profiles. Gelli et al. (2017)
focus on automatically discovering actionable images for users according
to their personality. By applying their model to a large-scale dataset,
the authors find a significant correlation between personality traits and
affective visual concepts in the image content.

4.2.3 Graph-based user profiling

Most approaches to user profiling only use a single type of information.
In e-commerce modeling, heterogeneous graphs are also being used to
work with user profiles. Figure 4.6 shows an example of a graph with het-
erogeneous information; particularly, three kinds of nodes were applied
to represent three types of data, i.e., users, items, and attributes, respec-
tively. Chen et al. (2019f) focus on applying rich interactions among
data instances, i.e., co-click and co-purchase behavior on e-commerce
platforms, to enhance user-profiling performance in e-commerce mod-
els. Neighborhood features provide useful information that helps to

1https://www.pinterest.com

https://www.pinterest.com
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Figure 4.6: User profiling results in the form of a heterogeneous graph. Image
source: Chen et al. (2019f).

infer user profiles, e.g., users that have similar co-purchase behavior
on e-commerce platforms are likely to be of a similar age. The authors
propose a heterogeneous graph attention network to infer user profiles
within a multi-type data environment; the network is able to model
unsupervised information in a heterogeneous graph by encoding the
graph structure and node features. Gu et al. (2020b) construct a hi-
erarchical profiling framework to model users’ real-time interests at
different granularities. A pyramid recurrent neural network model for
hierarchical user profiling is constructed based on users’ micro-behavior;
it is subsequently applied to model the types and dwell times of behavior
to enable an effective formulation of users’ real-time interests. These
graph-based user-profiling methods have been applied to enhance the
re-ranking results in e-commerce recommendation systems. More details
are discussed in Section 6.4.

4.3 Emerging Directions

4.3.1 Graph learning for user behavior modeling

Graph neural networks use neural networks to represent graph informa-
tion (Scarselli et al., 2009; Bruna et al., 2014; Battaglia et al., 2016).
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Graph convolutional networks extend CNNs to graph structured data;
they have been shown to be effective on a range of graph classifica-
tion tasks (Bruna et al., 2014; Defferrard et al., 2016; Zhao et al.,
2021c; Liu et al., 2022c), and when applied for semi-supervised clas-
sification (Hamilton et al., 2017; Kipf and Welling, 2017) and link
prediction (Ma et al., 2020c). Most of these models have been designed
for static graphs. However, Ma et al. (2020c) propose a dynamic graph
neural network model that can model dynamic information. Xu et al.
(2021a) enhance the capacity for learning complicated temporal depen-
dencies in a graph, by proposing a transformer-style relational reasoning
network with a dynamic memory updating mechanism. Graph neural
networks that applied to recommender systems learn item embeddings
within a large-scale item relationship graph (Ying et al., 2018) that
describes users, items, and pairwise relations in e-commerce scenar-
ios (Ma et al., 2020c; Gao et al., 2022). Graph learning can also be
applied for post-click modeling and user purchase-intent modeling. To
predict fine-grained post-click CVR, Bao et al. (2020) design a model
to represent user micro-behavior as a purchase-related micro-behavior
graph. The authors apply a multi-task learning framework to construct
a graph-based micro-behavior conversion model that can capture the
correlation between different types of micro-behavior. The proposed
multi-task learning and inverse propensity weighting modules mitigate
the data sparsity- and sample selection bias-related problems. To pre-
diction efficient and accurate CVR, Wen et al. (2021) propose a graph
neural network to hierarchically model both micro- and macro-behaviors
in a unified framework. It seems likely that graph neural networks will
continue to facilitate new ways of modeling, gaining insights into, and
predicting, e-commerce user behavior in search (Section 5.3.3) and
recommendation scenarios (Section 6.2.2).

4.3.2 Dynamic user behavior modeling and profiling

Most studies on e-commerce user behavior modeling and user profiling
are conducted under the assumption that a snapshot of user behavior
is recorded on e-commerce portals. However, a user’s personal interests
and behavior may change over time (Koren, 2009; Gao et al., 2013;
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Yin et al., 2014; Huang et al., 2015; Yin et al., 2015; Jagerman et
al., 2019; Wang et al., 2021; Huang et al., 2022). Thus, modeling e-
commerce users’ temporal behavior is important for e-commerce search
and recommendation system development. Social networks and social
media provide a rich source of information for temporal models of user
behavior (Mislove et al., 2010; Gao et al., 2013; Yin et al., 2014; Yin
et al., 2015). Yin et al. (2014) design a latent mixture model, which they
named a temporal context-aware mixture model, to account for the
intentions and preferences that drive user behavior. It models the topics
related to users’ intrinsic interests, and the topics related to temporal
context’ it then jointly analyzes the influences of the two factors to
model user behavior in a unified way. To enable the dynamic learning
of user profiles, Cao et al. (2017a) developed a model that considers
multiple information sources and their relations. Similarly, Liang et al.
(2018b) proposes a streaming profiling algorithm that initially applies
a user-expertise tracking model to track the changes in the dynamic
expertise of users; it then uses a keyword diversification algorithm
to produce top-k diversified keywords that allow the users’ dynamic
expertise to be profiled at a specific timestamp.

Time and temporal phenomena are valuable sources of information
that can facilitate the understanding and prediction of user behavior;
this area of research is likely to continue to garner much attention in
the near future.

4.3.3 User modeling with insufficient data

As we have discussed in this section, a wide range of click models and
ranking methods can be applied to model user click behavior (Chuklin
et al., 2015; Borisov et al., 2016; Ferro et al., 2017; He and Chua,
2017; Wu et al., 2018a; Ferro et al., 2019; Liu et al., 2022c; Vardasbi
et al., 2022). However, the models developed to date tend to require
fully labeled data to train the ranking models, although, in realistic
e-commerce scenarios, not all of a user’s behavior can be recorded.
Similarly, regarding post-click modeling, purchase-intent prediction,
and user-profiling tasks, the reality that there is a limited amount of
behavioral data makes it difficult to work with existing click modeling
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and ranking solutions. For example, in the case of CVR tasks, the data
sparsity problem arises when the number of training samples for the
sequential behavior of the form “click → purchase” is insufficient to fit
the large parameter space of the CVR task (Wen et al., 2020; Guo et al.,
2021). How to enhance user modeling performance under the conditions
of a limited amount of imperfectly labeled data remains an important
open problem in e-commerce.



5
E-commerce Search

E-commerce search, or simply “product search,” represents a special
retrieval scenario where users submit queries to retrieve products us-
ing a search engine (Ai et al., 2017). E-commerce search portals are
gaining in popularity as many consumers choose e-commerce search
on an e-commerce platform rather than generic web search (Li et al.,
2011). Unlike in web search, in e-commerce search there can be millions
of results to surface for a given search query (Wu et al., 2018a). We
have discussed user behavior modeling and user profiling in Section 4 to
understand how to explore and exploit information from user behavior.
In this section, we focus on the other side of the coin, on search tech-
nologies that are based on users’ interactive behavior. To learn about
e-commerce search solutions, we discuss research on query understand-
ing and ranking technologies for e-commerce search. In Section 5.1 we
summarize characteristics of e-commerce search. In Section 5.2 we recall
key metrics used for evaluating e-commerce search. In Section 5.3 we
present studies on representing e-commerce search queries. Then, we
detail e-commerce ranking approaches in Section 5.4. Finally, we discuss
emerging research directions in e-commerce search in Section 5.5.

487
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5.1 Characteristics of E-commerce Search

Before detailing related work, we highlight characteristics of e-commerce
search. We divide this section into two parts: an overview of e-commerce
search, and challenges in e-commerce search.

5.1.1 Overview of e-commerce search

Early e-commerce search approaches are based on traditional informa-
tion retrieval theory and faceted search models (Yee et al., 2003; Jansen
and Molina, 2006). Jansen and Molina (2006) explore the difference be-
tween ad-hoc search and e-commerce search. A grocery retrieval system
has been developed by considering a discrepancy between consumers’
shopping lists and retailers’ stock information (Nurmi et al., 2008).
Early e-commerce search systems rely on information that retailers
make available: either semantic markup on unstructured HTML doc-
uments or a data feed provided in some predefined structured format.
Product resolution (Balog, 2011) focuses on recognizing webpages that
represent the same product. Based on the task of product resolution,
Duan et al. (2013a) propose a probabilistic mixture model for mining
and analyzing product search logs. Similar setups can be also found in
a product-aware keyword search system (Duan et al., 2013b).

Unlike traditional ad-hoc retrieval, e-commerce search relies on a
decision mechanism about consumers’ purchase behavior in e-commerce
portals (Li et al., 2011). There are two main stakeholders in e-commerce
search, consumers and business owners, whose interests align but also
conflict to a certain extent (Tsagkias et al., 2020). In e-commerce
search, customers do not just browse relevant items, but also try to
locate an item that satisfies their specific purchase intent (Li et al.,
2011). While consumers aim to find the best quality at the lowest
price, businesses want to maximize profit, which translates into higher
prices for customers or lower costs for businesses. E-commerce search
typically requires more structured information (e.g., brands, categories,
shops, etc.) than web search and more diversified personal definitions
of “relevance” during search sessions. On the one hand, as we have
discussed in Section 3.2, users come to e-commerce websites with a
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wide spectrum of intents. Hence, multiple user behavior discussed in
Section 3 and 4, e.g., clicks, post-clicks, and purchases, etc., should be
integrated to model the “relevance” in e-commerce search. On the other
hand, only a few products are actually purchased by the consumers
and different individuals have different opinions even about the same
product (Ai et al., 2017). Thus, e-commerce search should consider
users’ differences to satisfy the needs of all consumers. In general, there
are four unique characteristics in e-commerce search:

• Consumer query intent. Similar to web search, queries in e-
commerce search can be divided into three classes: navigational,
informational and transactional (Li et al., 2011). However, e-
commerce search queries take a different form. Specifically, navi-
gational queries are product serial numbers and inquiries for cus-
tomer support; informational queries include leaves in the product
taxonomy and product attributes; and transactional queries are a
mix of navigational and informational queries. Unlike traditional
web search, there are three query intents for e-commerce search:
target finding, decision making, and exploration (Su et al., 2018a).
Following the well-known web-search taxonomy due to Broder
(2002), Su et al. (2018a) describe a hierarchical e-commerce search
taxonomy to explore consumers’ shopping intents, with shallow
exploration, targeted purchase, major-item shopping, minor-item
shopping, and hard-choice shopping. The authors find that con-
sumers tend to conduct more focused searches in target finding
sessions compared to those in the decision making and exploration
sessions. In target finding sessions, consumers tend to issue a few
specific queries and browse only top ranked results; in decision
making sessions, consumers tend to issue short queries, browse
deep, and click more results; and in exploration sessions con-
sumers issue many diverse queries but do not click often. Given
these search intents, customized search approaches for each type
of search queries can be developed to improve the utility of e-
commerce search.

• Heterogeneous consumer behavior. As we have described
in Section 3, multiple types of user behavior can be observed
in e-commerce platforms. During an online shopping journey, a
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consumer may have multiple targets at different stages. Blake
et al. (2016) observe that, during a journey, e-commerce search
proceeds as a kind of “funnel” where, initially, search is along
broad categories, and then it becomes more refined to obtain
an item at the lowest cost given a consumer’s cost of search.
Hence, e-commerce search approaches should be aware of the
stages in each consumer’s journey. Meanwhile, the overall impact
of heterogeneous consumer behavior also makes e-commerce search
different from traditional web search. Users’ micro behavior, post-
click behavior, and engagement make the search intent dynamic
and complicated during search sessions (Zhou et al., 2018e; Wu
et al., 2018a).

• Online and offline ranking. Traditional learning to rank meth-
ods sort documents according to their relevance to the query.
E-commerce search has an intrinsic difference in the relevance in
rankings: the notion of “relevance” is blurred (Wu et al., 2018a).
Users come to e-commerce platforms with a wide spectrum of
intents. Some users wish to make a purchase as soon as possible
while others are just wandering around the platform to get in-
spired. Hence, various kinds of signals, including clicks, favorites,
adding carts, purchases, etc., should be integrated to model rele-
vance in e-commerce search. E-commerce businesses having both
online and physical presence bring a unique blend of infrastruc-
ture challenges (Ariannezhad et al., 2021). Thus, users’ shopping
experiences lie in smooth transitions from offline to online and
vice versa (Tsagkias et al., 2020).

• Business criteria and metrics. Most e-commerce platforms
apply Gross Merchandise Volume (GMV) as the gold standard
for measuring success, which indicates the total amount of sales
during e-commerce activities. Thus, one of the main targets of an
e-commerce search algorithm should be to maximize the value of
purchases per search session (Wu et al., 2018a). Many e-commerce
search engines apply a two-stage framework to resolve the whole
process into two successive subtasks: a ranking problem and a
classification problem (Wu et al., 2018a). This two-stage search
process on e-commerce platforms makes the optimization more
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complicated in contrast to web search. In e-commerce, regulatory
and business constraints decide which products can be shown to
which consumers, whereas competing brands can have agreements
with an online retailer to restrict showing their products with
those of their competitors. Therefore, it is important to understand
consumers’ inventory gaps and provide alternatives in e-commerce
search (Tsagkias et al., 2020).

5.1.2 Challenges in e-commerce search

Based on the above criteria, we see two main challenges in e-commerce
search (Rowley, 2000; Jansen and Molina, 2006; Li et al., 2011; Duan
et al., 2013a; Ai et al., 2017; Trotman et al., 2017; Wu et al., 2018a).
First, there exists a mismatch between users’ queries and product
representations where both use different terms to describe the same
concepts (Li et al., 2011). This mismatch problem is even more severe
in personalized search when more personalized information needs to be
considered during retrieval. Second, the ranking problem in e-commerce
search is challenging: multiple types of information sources make ranking
products in e-commerce search more complicated than in web search.
Diverse relevance factors make it difficult to use traditional static-
ranking evaluation metrics, e.g., NDCG and MAP, to measure the
quality of rankings in e-commerce search.

Recent studies on e-commerce search that aim to tackle the above
challenges, focus on one of two aspects (Trotman et al., 2017; Wu et al.,
2018a): (i) matching optimization in e-commerce search, i.e., the vocab-
ulary gap problem, representation-based matching, interaction-based
matching, and matching in personalized search; and (ii) ranking op-
timization in e-commerce search, i.e., learning to rank methods and
evaluation metrics. For real-world e-commerce search, a joint online
and offline search framework with both semantic matching and ranking
optimization modules is able to outperform traditional search systems
at both semantic retrieval and personalized ranking scenarios (Li et
al., 2019c). In Section 5.3 and 5.4, we summarize recent work on e-
commerce search that is aimed at tackling the two research challenge
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listed above. Prior to that, we introduce the evaluation metrics used to
assess e-commerce search in Section 5.2.

5.2 Evaluation Metrics

Evaluation in web search focuses on the relevance to a given query of
documents. E-commerce search provides multiple signals to judge the
saliency of items. Besides for relevance of an item to a given query,
revenue-aware features are also considered in e-commerce search evalua-
tion (Wu et al., 2018a).

5.2.1 Relevance-based metrics

Relevance-aware evaluation metrics are in various information retrieval
domains (Manning et al., 2008), including in e-commerce search. It
is common to see studies compute evaluation metrics based on the
top 100 items retrieved by each e-commerce search model (Ai et al.,
2017; Van Gysel et al., 2016a; Van Gysel et al., 2018). Mean average
precision (MAP), hit ratio (HR), mean reciprocal rank (MRR), and
normalized discounted cumulative gain (NDCG) are four widely-used
relevance-aware metrics (Van Gysel et al., 2018; Wu et al., 2018a).
These metrics are also widely applied in various information retrieval
domains (Manning et al., 2008). Average precision (AP) computes the
average value of Precision over the interval from 0 to 1. Given k candidate
items, AP@k =

∑n
k=1 P@k · rel(k), where P@k refers to Precision@k;

rel(k) indicates 1 if the k-th item is relevant and 0 otherwise rel(k) = 0.
Based on that, MAP calculates the mean of AP for all queries:

MAP = 1
Q

Q∑
q=1

APq, (5.1)

where Q denotes the number of queries. HR@k refers to the fraction of
queries for which the relevant item is included in the top-k results, so
we have:

HR@k = |Qk
rel|

Q
, (5.2)

where |Qk
rel| denotes the number of queries for which the relevant item

is included in the top-k results. MRR, also known as average reciprocal
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hit ratio (Radev et al., 2002), evaluates processes where a list of possible
responses to a sample of queries ordered by probability of correctness:

MRR = 1
Q

Q∑
i=1

1/ranki, (5.3)

where ranki refers to the rank position of the first relevant document
for the i-th query. DCG@k evaluates the relevance of a document based
on its position in the top-k results:

DCGk =
k∑

i=1

reli
log(i + 1) , (5.4)

where reli indicates the relevance of the document at position i. Ideal
DCG (IDCG) is the DCG score for the ideal ranking, which is ranking
the items top down according their relevance up to position k. NDCG
allows one to compare the performance across different queries, using
normalization of DCG by IDCG:

NDCG@k = DCGk

IDCGk
, (5.5)

5.2.2 Revenue-aware metrics

GMV indicates the total income amount transacted from merchandise
sales, whereas the overall revenue generated for the e-commerce site is
proportional to the GMV (Wu et al., 2018a). Revenue-aware metrics are
applied to e-commerce search evaluation to evaluate how the methods
can improve the actual revenue of search sessions. To calculate the
average revenue for every impression in each e-commerce search session,
Wu et al. (2018a) introduce the average revenue metric, Avg.Rev (i, q),
for a query-item pair (i, q) as follows:

Avg.Rev (i, q) = price (i) × purchase (i, q)
|Sq|i ∈ Sq|

, (5.6)

where purchase (i, q) denotes the number of times that the item i has
been purchased in a search session for a query q; and |Sq| is the set of
search sessions for query q where the item i is impressed.
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Wu et al. (2018a) specify a metric named Rev@k to evaluate the
revenue in e-commerce rankers. Rev@k calculates the average revenues
that a prediction algorithm would generate for each session. Specifically,
Rev@k is calculated as follows:

Rev@k(ρ) =
∑
s∈S

∑
rs≤k

price(rs
−1)Φ(rs

−1), (5.7)

where ρ is the ranking order and rs ≤ k denotes the top-k ranked
positions in the session s. r−1

s denotes the corresponding item at the
position rs, price(i) indicates the price of item i, while Φ denotes a
purchase event. Based on Rev@k, it is able to evaluate the revenue
influence of the candidate rankers.

Empirical studies have been performed in benchmark e-commerce
search datasets to find differences between relevance-based metrics
and revenue-aware metrics (Wu et al., 2018a). Relevance-based metrics
primarily measure the success of retrieving relevant data from user logs,
while revenue-aware metrics provide a clearer understanding of how
ranking methods influence actual revenue in e-commerce scenarios. This
difference shows that, although relevance is important, incorporating
revenue-aware metrics offers more practical insights into the financial
impact of search ranking methods within e-commerce settings.

The lack of annotated real-world benchmarks poses a challenge for
conducting large-scale empirical studies in e-commerce scenarios. To
address this issue, recent studies have started using both synthetic
and semi-synthetic datasets in their experiments, allowing for more
controlled analysis while approximating real-world conditions (Xu et al.,
2022a).

5.2.3 User engagement metrics

As we discussed in Section 3.2.2, user engagement is defined as the
quality of user experience in interaction with a system, characterized
by various attributes, e.g., positive affect, aesthetic and sensory appeal,
attention, novelty, and perceived user control (Mathur et al., 2016).
In recent years, engagement metrics have been applied to evaluate
the quality of interaction between the user and e-commerce search en-
gines (Vanderveld et al., 2016). User engagement metrics in e-commerce
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can be divided into two categories: short-term engagement metrics and
long-term engagement metrics (Zou et al., 2020a).

To evaluate the quality of short-term user-system interactions, short-
term engagement metrics about instant clicks, purchases, and dwell
time are used in e-commerce search evaluation. As we discussed in
Section 4.1 and 4.1.3, the click-through rate (CTR) and conversion rate
(CVR) are the two most widely applied metrics to evaluate instant click
and purchase prediction. Meanwhile, dwell time and bounce rate are
the two main metrics used in short-term post-click evaluations (Lalmas
et al., 2015).

As we discussed in Section 3.2.2, long-term user engagement reflects
the user’s desire to stay on the e-commerce portal longer and use
the service repeatedly (Zou et al., 2020a), i.e., the “stickiness.” Long-
term user engagements measure versatile user behaviors based on a
very large number of environmental interactions. Multiple long-term
engagement metrics have been applied in previous studies. Wu et al.
(2017a) employ cumulative clicks over time to estimate the long-term
interactions between the user and the system. Zou et al. (2020a) apply
three evaluation metrics to evaluate the long-term user interaction
behaviors: (i) average clicks per session: the average cumulative number
of clicks over a user visit; (ii) average depth per session: the average
browsing depth that the users interact with the recommender agent;
and (iii) average return time: the average revisiting days between.
In multilingual scenarios, a transformed query converts a secondary
language query into a semantically equivalent query in the primary
language, allowing it to fully use the search engines’ abilities. To evaluate
transformed queries in multilingual e-commerce search, a set of behavior
metrics based on user engagement specific to the existing search system
was developed. Using these metrics, a query transformation system has
been built and tested both offline and through online A/B tests on the
Amazon platform, showing improvements in the multilingual search
experience for customers (Hu et al., 2020b).
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5.3 Matching Strategies in E-commerce Search

In this section, we showcase recent research on matching in e-commerce
search, especially concerning e-commerce query understanding and
processing. We divide this section into five parts: (i) we recall the vocab-
ulary gap problem in Section 5.3.1; (ii) we detail representation-based
matching approaches in Section 5.3.2; (iii) we detail interaction-based
matching approaches in Section 5.3.3; (iv) we detail hybrid matching
approaches in Section 5.3.4; and (v) Section 5.3.5 describes studies on
query processing in personalized e-commerce search.

5.3.1 Vocabulary gap

Users’ shopping lists often differ from the product information main-
tained by retailers (Nurmi et al., 2008). Duan et al. (2013a) find that
while query languages such as SQL can be successfully applied to search
in these product databases, their usage is difficult for non-experienced
end users. In direct search scenarios in e-commerce platforms, most con-
sumers formulate queries using characteristics of the product they are
interested in (e.g., terms that describe the product’s categories, brands,
and shops, etc.). Hence, it is common to see a mismatch in e-commerce
search between queries and product representations, where different
tokens are used to describe the same product, i.e., the vocabulary gap
problem (Van Gysel et al., 2016a). To address this problem, early studies
focus on rewriting verbose queries in e-commerce search (Bendersky and
Croft, 2009; Xue et al., 2010; Singh et al., 2012). Selecting a subset of
the original query (i.e., “sub-query”) has been shown to be effective for
improving these queries. Xue et al. (2010) formally model the distribu-
tion of sub-queries, where the sub-query selection procedure is modeled
as a sequential labeling problem. A conditional random field model was
applied to track the local and global dependencies between query words.
Singh et al. (2012) present techniques to reduce long queries to effective
shorter ones that lack superfluous terms. The authors describe a system
that provides high quality product recommendations for null queries,
where time-based relevance feedback is used to improve the fidelity of
rewrites. However, these approaches focus only on the query space and
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overlook critical information from the product space and the connection
between the two spaces (Van Gysel et al., 2016a).

To address the vocabulary gap problem, a series of studies have
been proposed to match queries and product information in e-commerce
search. Following Sarvi et al. (2020), matching solutions can be divided
into representation-based, interaction-based, and hybrid approaches. All
of them have been shown to be effective for matching consumers’ queries
and product information (Li et al., 2019c; Yao et al., 2022).

5.3.2 Representation-based matching

In early work, approaches to the task of entity finding have been applied
to address the vocabulary gap problem between queries and products,
where products are viewed as retrievable entities (Balog et al., 2010;
Gäde et al., 2016; Van Gysel et al., 2016a). There are two problems
in entity finding for e-commerce search (de Vries et al., 2007). First,
entity finding retrieves entities of a particular type from multi-domain
knowledge bases, whereas e-commerce search systems operate within
a single but dynamic domain. Second, queries in e-commerce search
contain a lot of free-form text (Rowley, 2000), whereas in entity finding
most queries are semi-structured with relational constraints (Balog
et al., 2010).

To address the above two problems of matching optimization, rep-
resentation learning methods have been applied to obtain better rep-
resentations for each text associated with products by encoding both
the query and the product title into single embedding vectors. Repre-
sentation learning helps by flexibly adapting to the dynamic nature
of e-commerce domains. It also effectively encodes the free-form text
of queries and product descriptions into a common semantic space.
Numerous neural text matching methods have been developed (Onal
et al., 2018; Mitra and Craswell, 2017; Lin et al., 2021a). DSSM is one of
the earliest deep learning-based models in text matching, in which each
text is vectorized separately by a five-layer network (Huang et al., 2013);
CDSSM replaces the full connection layer with a convolution layer and
a pooling layer to generate text vectors (Shen et al., 2014). Hu et al.
(2014) proposed ARC-I, where convolution operations represent two
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Figure 5.1: Illustrative example of how entities are ranked in vector space models
w.r.t. a projected query. Image source: Van Gysel et al. (2016a).

concatenated texts for matching using a linear transformation. CNTN
also adopts convolution neural network to represent two texts, and it
proposes the neural tensor network to model the similarities between
two texts (Qiu and Huang, 2015). MVLSTM obtains representations
for each text and adopts an interactive method to measure similarities
between two texts using 3 similarity operations, i.e., cosine, bilinear,
and tensor layer (Wan et al., 2016). As there are important differences
between web search and e-commerce search, learning query and product
representations is not a solved problem. Hence, to discriminate prod-
ucts based on textual descriptions, the importance of learning semantic
representations of products was soon realized (Demartini et al., 2009;
Van Gysel et al., 2016b).

Van Gysel et al. (2016a) propose an unsupervised distributed rep-
resentation learning approach, namely latent semantic entities (LSE),
to learn a unidirectional mapping between words and entities, as well
as distributed representations of both words and entities. Given a set
of entities, the authors assume that each entity has a set of associated
documents. LSE then learns a function that maps a sequence of words
in the query from the vocabulary to an entity vector space. Thereafter,
cosine similarity is applied to calculate a relevance score between candi-
date entities and the query. In Figure 5.1, we see how entities are then
ranked according to the projected query. Specifically, the authors take
the representation of a string of words to be the average of the represen-
tations of the words it contains. Then, a projection matrix is employed
to map the average one-hot representations to a distributed represen-
tation. Similarly, distributed representations of entities are mapped to
the same space. Figure 5.2 provides a schematic overview of the LSE
model. All the parameters are learned by using gradient descent. Based
on the LSE model, an increasing number of representation learning
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Figure 5.2: Schematic representation of the Latent Semantic Entities model for a
single word w. Image source: Van Gysel et al. (2016a).

approaches have been proposed to address the vocabulary gap problem
in e-commerce search (Xu et al., 2018; Van Gysel et al., 2018; Zhang
et al., 2019d).

In addition to learning semantic representations of products, e-
commerce search, due to its specific task nature, also has multiple
methods for optimizing matching results. Substitutable products are
those that are interchangeable in e-commerce platforms (Wang et al.,
2018e). The substitutability relation among products can be determined
in multiple ways. Van Gysel et al. (2018) find that product substitutabil-
ity relations can facilitate the retrieval of relevant products impacted
by the vocabulary gap problem, i.e., product substitutability can be
integrated into product search either extrinsically or intrinsically. The
authors propose a two-stage framework to combine a textual matching
method (the LSE model) with substitutability to infer representations
of queries and products. Unlike previous work on entity representation
learning, the authors integrate relations among entities within the latent
semantic space inference.

Users often browse multiple search results pages and make compar-
isons before purchase. Relevance feedback (RF) approaches have been
proposed to extract the relevant topic (Jin et al., 2013). However, the
mismatch problem between queries and products still exists in the task
of multi-page e-commerce search. Bi et al. (2019b) analyze different
context dependency assumptions in multiple search result pages, and
propose a context-aware embedding model to capture different types of
dependency. The authors introduced three types of context dependency:
(i) long-term context dependency, (ii) short-term context dependency,
and (iii) long-short-term context dependency. Given these three types of
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context dependency, a context-aware embedding model is proposed. By
assuming that the users’ preferences are associated with their implicit
feedback, the embedding model, namely CEM, captures user preferences
from their clicked items, which are implicit positive signals.

Another important aspect of e-commerce search concerns query
reformulations by users. Based on query logs of eBay’s search engine,
Hirsch et al. (2020) offer a large-scale and in-depth study of users’ query
reformulations in e-commerce search. The authors analyze many aspects
of search sessions composed of query reformulations, e.g., the number
of reformulations and the distribution of their types, changes of search
results pages as a result of the reformulations, clicks and purchases. An
approach is proposed to predict if a query will be reformulated in an
e-commerce search session. The authors find that post-retrieval features
and query performance predictors contribute the most to the predic-
tion of reformulation. By incorporating these features, the accuracy in
predicting whether users will reformulate their queries can be signifi-
cantly enhanced. Based on an attention mechanism, the MMAN model
is proposed to enhance query representations by extending category
information; it includes three main modules: self-matching, char-level
matching, and semantic-level matching (Yuan et al., 2023). Experiments
show that these modules improve query representation, effectively han-
dle long-tail queries, and achieve better semantic disambiguation.

Graph neural networks (GNNs) (Scarselli et al., 2009; Kipf and
Welling, 2017) have been applied to e-commerce search to help infer
query and product embeddings. GNNs derive node representations by
aggregating features appearing in the neighborhood. Niu et al. (2020)
put forward a GNN-based method to learn representations of users and
shops in e-commerce search. The authors propose a dual hierarchical
graph attention network for e-commerce search. A heterogeneous graph
is constructed to perform graph-based representation learning for both
shops and queries, which includes both first-order and second-order
proximities from various user interactions in e-commerce. The proposed
method can help to relieve the semantic gap between user queries
and shop names by borrowing item neighbor title text. The proposed
neighbor proximity loss provides strong additional guidance for learning
graph topological structure. A large-scale offline evaluation and online
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A/B tests demonstrate the significant superiority of this approach.
Chang et al. (2021) transfer the matching problem into an extreme
multi-label classification problem (Yu et al., 2022b), aiming to tag input
instances (i.e., queries) with the most relevant output labels of products.
The authors suggest a tree-based sparse linear model with n-gram TF-
IDF features to augment the diversity of the matching results. For
multi-lingual search scenarios in e-commerce, Lu et al. (2021) detail a
graph-based model with a graph convolution layer to fill the vocabulary
gap.

Transformer-based pre-trained models like BERT (Kenton and
Toutanova, 2019) use stacked encoder layers that rely on a self-attention
mechanism. BERT and BERT-like pre-trained models have been ap-
plied in product search (Peeters et al., 2020; Liu et al., 2022d; Qiu
et al., 2022; Wang et al., 2023a). Qiu et al. (2022) apply dual-tower
pre-training strategies to optimize both user intent detection and em-
bedding retrieval in e-commerce search. Liu et al. (2022d) examine
the performance of multiple pre-training embedding methods and ob-
served that query representation learning remains a bottleneck compared
to product representation learning when using these semantic search
training objectives. Large-scale pre-trained language models, such as
GPT-3 (Brown, 2020), also demonstrate promising performance across
several benchmarks (Kim et al., 2022a).

5.3.3 Interaction-based matching

Encoding queries and products in representation-based matching meth-
ods are independent of each other. Mapping individual queries and
products into fixed-dimensional vectors may lose fine-grained matching
information. To tackle this challenge, interaction-based matching has
been proposed. This kind of method first matches different parts of
the query with different parts of the document and then aggregates
the partial evidence of relevance. In contrast to representation-based
matching methods, interaction-based approaches usually build an inter-
action matrix between two documents and optimize it for matching (Hu
et al., 2014; Pang et al., 2016). Interaction-based matching has first
been applied in web-based retrieval. Hu et al. (2014) build an interac-
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tion matrix to conduct several convolution and pooling operations to
extract matching features. Guo et al. (2016) mention three factors in
relevance matching – exact matching signals, query term importance,
and diverse matching requirements – and design the architecture of
their deep matching model. Similarly, MatchPyramid constructs an
interaction matrix to capture matching patterns (Pang et al., 2016).
Mitra et al. (2017) employ both distributed representations and local
representations to obtain the final matching score. Follow-up research
has proposed a series of matching approaches specifically for e-commerce.
Guo et al. (2019a) introduce a model based on MatchZoo. It is meant
for short-text matching and replaces the matching histogram with a
top-k max pooling layer. Li et al. (2020a) describe a product matching
model, PMM, to make use of the information contained in titles and at-
tributes of products. PMM consists of a product title matching module,
and a product attributes matching module. Bi et al. (2020b) detail an
end-to-end context-aware embedding model that can incorporate both
long-term and short-term contexts to predict purchased items, unlike
most approaches that focus on relevance feedback.

5.3.4 Hybrid matching

Several hybrid matching models have been proposed to combine the
strengths of representation- and interaction-based models. Mitra et al.
(2017) propose a matching model, DUET, that integrates both local
(interaction-based) and distributed (representation-based) features to
calculate query-document relevance. Pre-trained language models, such
as BERT (Kenton and Toutanova, 2019), have further advanced hybrid
approaches by capturing both contextualized token-level interactions
and global semantic representations, achieving promising performance
in tasks like search and recommendation (Sun et al., 2019a; Nogueira et
al., 2019; Lin et al., 2021a). Tracz et al. (2020) introduce a BERT-based
model to use both types of matching in a similarity learning framework
for product matching in e-commerce. Yao et al. (2022) explore the
deployment of BERT in online retrieval systems by distilling it into a
representation-based architecture, while still maintaining the advantages
of interaction-based processing for more precise matching.
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5.3.5 Matching in personalized search

One of the primary characteristics of e-commerce search is its highly
personal variance in queries. First, multiple items could be topic-related
with a consumer’s query, but only a few are actually purchased, i.e.,
different individuals have different opinions even on the same product.
Hence e-commerce search without personalization is unlikely to satisfy
consumers. Second, personalization has explicit benefits for e-commerce
platforms by exhibiting the products that consumers would like to
purchase. As we have seen in Section 5.1, the definition of “relevance”
for e-commerce search is not the same as for web-based search as most
e-commerce platforms apply gross merchandise volume (GMV) as the
gold standard for measuring success. To the best of our knowledge, Jan-
nach and Ludewig (2017a) have been the first to attempt to personalize
product search by using personalized recommendation approaches. How-
ever, the matching problem in personalized e-commerce search is more
challenging as most platforms have approaches to matching products to
queries that are far from perfect. To address this problem, an increasing
number of matching studies have been proposed. Matching approaches
in personalized product search can be classified into query-independent
and query-dependent ones (Liu et al., 2022a).
Query-independent matching. Query-independent matching meth-
ods embed users into a general profiling vector in the offline training
stage (Ai et al., 2017; Ai et al., 2019b; Liu et al., 2020c). Ai et al. (2017)
design a deep neural network and jointly learn latent representations
for queries, products, and users. A hierarchical embedding model is pro-
posed for personalized e-commerce search. As illustrated in Figure 5.3,
the authors project both queries and consumers into a single latent
space and explicitly control their weights in a personalized product
search model. Following Van Gysel et al. (2016a), the authors design
latent representations of queries and users to have good compositionality
so that the personalized search model can be directly computed as a
linear combination of query models and user models. Both queries and
users are projected into a single latent space. Given a query q, the
corresponding query intent is represented in Rα; similarly, the user pref-
erence is represented in Rα given a user u. As shown in Figure 5.3, the
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Muq = �q + (1 � �)u

Figure 5.3: Personalized product search in a latent space with query q, user u,
personalized search model Muq and item i. Image source: Ai et al. (2017).

personalized product retrieval model is defined as Muq = λq + (1 − λ)u,
where λ is a hyper-parameter that controls the weight of the query
model q and the user model u. To alleviate the mismatch problem during
personalized product search, the authors put forward a hierarchical
embedding approach to reflect the distributed representations of users,
items, and queries. Their experiments are conducted with synthetic
queries generated from product category information.

External structured knowledge graphs have been applied to enhance
the personalized matching procedure. Structured relationships among
users, products, and queries have been jointly considered in graph neural
network approaches. Ai et al. (2019b) introduce a unified knowledge
graph on multiple types of product data and conduct retrieval with it. A
dynamic relation embedding module constructs a session-based knowl-
edge graph and a soft matching algorithm extracts explainable paths
with knowledge embeddings. Liu et al. (2020c) exploit the structured
representation learning scheme from user-query-product interactions
with conjunctive graph patterns. Geometric operations, such as pro-
jections and intersections, are applied in the proposed graph neural
networks. Derived from knowledge graph embeddings, Liu et al. (2022a)
use multiple vectors to encode the diverse preferences of users. The au-
thors used the category information to aggregate the multiple interests
of users with category indications as references. To exploit collabora-
tive signals among products, users, and queries, Cheng et al. (2022)
offer a hypergraph-based method from the ternary user-product-query
interactions, by considering high-order features of neighbors. Query-
independent matching models can calculate user embeddings and store
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them in advance, which makes it convenient and efficient to apply
in real-world search engines. To tackle inconsistent user behavior in
multi-stage e-commerce search systems, Wang et al. (2023a) employ
external information to refine query-item matching. By mining various
user interactions (ordered, clicked, unclicked items) within a post-fusion
strategy, they generate more accurate semantic representations. This
approach not only enhances retrieval efficiency, but also improves both
offline recall and online conversion rates.
Query-dependent matching. To capture users’ dynamic interests
given a query, query-dependent matching approaches have been pro-
posed. To address the problem of when and how to conduct search
personalization in product retrieval, Ai et al. (2019a) conduct an em-
pirical analysis of the potential of personalization in product search
with large-scale search logs sampled from a real-world e-commerce
search engine. To analyze query specificity, the authors compute the
purchase entropy of each query in the sampled e-commerce search logs as
Entropy(q) = −

∑
i∈Iq

P (i|q) log P (i|q), where Iq refers to the candidate
item set for a query q. In Figure 5.4(a), the authors provide the pur-
chase entropy of queries on Beauty products (e.g., facial cleanser) in the
sampled search logs. They rank queries according to their frequencies
on a logarithmic scale and split them into three groups: the queries with
low frequency (LowFreq), with medium frequency (MedFreq), and with
high frequency (HighFreq). Queries with high frequencies have more
potential for personalization, as more purchases on different items can
be observed when the number of sessions increases. The authors evalu-
ate the differences between P (i|q, u) and P (i|q) by using the familiar
MRR metric, i.e., MRR(q) =

∑
u∈u RR(P (i|q), P (i|q, u)) · P (u), where

RR(P (i|q), P (i|q, u)) reflects the the reciprocal rank of a ranked list
produced by ranking with P (i|q), using P (i|q, u) as the ground truth.
In Figure 5.4(b) the authors show the MRR(q) of queries on Beauty
products; the similarity between P (i|q, u) and P (i|q) is not monoton-
ically correlated with query frequency. Accordingly, the potential of
personalization varies significantly in different queries, which requires
sophisticated models for personalization in product search.
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Figure 5.4: The purchase entropy Entropy(q) and popularity model performance in
MRR(q) for queries with different frequencies. Image source: Ai et al. (2019a).

To tackle this challenge, Ai et al. (2019a) introduce a zero-attention
neural network model (ZAM) for personalized product search that
conducts differentiated personalization for different query-user pairs.
This network builds on an embedding-based generative framework.
Query-dependent personalization is implemented by constructing user
profiles with a zero attention strategy that enables it to automatically
decide when and how to attend in different search scenarios. Likewise,
Guo et al. (2019b) design a dual attention-based network to capture
users’ current search intentions and their long-term preferences. Bi
et al. (2019b) study relevance feedback based on both long-term and
short-term context dependencies in multi-page product search with
an end-to-end personalized product search model. Xiao et al. (2019)
propose a streaming Bayesian method to explicitly and collaboratively
learn representations of different categories of entities in a joint metric
space over time.

Sparseness is another critical challenge in tracking users’ sequential
behaviors in product search. Graph-based methods haven been pro-
posed to tackle this challenge. By using short-term user behavior, Fan
et al. (2022) extend a structural relationship representation learning
scheme (Liu et al., 2020c) to explore both local and global user behavior
patterns. Zhu et al. (2022b) integrate cross-domain transfer learning
with a knowledge graph to establish the underlying interest correlation.
Their proposed method performs interest alignment across domains by
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explicitly modeling the long-term and short-term interactions between
users and items, which capture the dynamics of product properties and
user interests.

Pre-trained language models have also been applied to query-depen-
dent matching in personalized product search. To conduct differen-
tial personalization in different contexts, Bi et al. (2020a) propose a
transformer-based embedding model (TEM); in TEM, personalization
can vary from no to full effect. In contrast with ZAM, TEM takes
into consideration the interactions between purchased items so that
it learns better dynamic representations of queries and items, which
leads to better attention weights in personalized product search. Based
on TEM, a review-based transformer model, abbreviated as RTM, is
designed to match user intents and items at the level of finer-grained
information (e.g., their associated reviews) (Bi et al., 2021). The authors
conduct user-item matching at the review level so that the reason an
item is ranked at the top can be explained; also, the importance of
each user and item review during matching is dynamically adapted.
RTM represents users and items based only on their reviews without
the need for their identifiers, which improves the generalization ability
during product search. Dai et al. (2023) describe a contrastive learning
framework, CoPPS, to enhance user representations for personalized
product search. By pre-training a sequence encoder with contrastive
sampling and fine-tuning, CoPPS employs multiple data augmentation
strategies to improve user modeling.

For real-world applications, Zhang et al. (2020a) jointly consider
semantic matching and personalized matching at JD.com. The authors
introduce a deep personalized and semantic retrieval model (DPSR)
with a two-tower architecture: a multi-head design of a query tower
and an attention-based loss function. Similarly, Magnani et al. (2022)
describe a semantic retrieval model with a two-tower architecture in
e-commerce search production at Walmart.com. The authors select
negative examples for training a large semantic retrieval model and use
an approximate metric to evaluate the performance.
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5.4 Ranking Strategies in E-commerce Search

Ranking optimization is another core task in e-commerce search. In this
section, we introduce ranking strategies in e-commerce search.

As we have discussed in Section 5.1.1, learning to rank approaches
have been applied to e-commerce search. Unlike web search scenarios
based on relevance judgments, e-commerce search has multiple implicit
and explicit signals that need to be integrated during the ranking
process. In e-commerce search, learning to rank methods need to tackle
a series of challenges (Karmaker Santu et al., 2017). Learning to rank
methods assume that the scoring of items to be ranked is a parameterized
function of multiple features computed based on the given query and the
items, whereas parameters are used to control the weights of features.
A large number of product and query features, such as brands, rating,
categories, etc., are important to obtain useful representations in e-
commerce learning to rank models. Also, product popularity related
features have been shown to be effective in optimizing ranking results of
e-commerce search. Karmaker Santu et al. (2017) study the performance
of multiple learning to rank strategies in e-commerce search, and find
that LambdaMART (Burges, 2010) is able to learn a balance between
these two kinds of features. Detailed comparisons are listed in Table 5.1.
In addition, user engagement behavior, such as clicks and orders, also
plays an important role in optimizing ranking results (Karmaker Santu
et al., 2017; Wu et al., 2018a). In contrast to web search which only has
clicks to judge the relevance, e-commerce search contains four prominent
relevance feedback behavior: clicks, cart-adds, orders, and revenue. Thus,
various training objectives can be considered in optimizing e-commerce
ranking results.

Another main challenge for e-commerce learning to rank methods
is the lack of labeled information. In web search, high-quality labeled
information obtained by eliciting relevance ratings from human experts
or crowdsourcing, makes learning to rank methods effective. However, in
the context of e-commerce search it is infeasible to deermine a standard
method to obtain ground-truth information. Intuitively, crowd sourcing
annotations seem to provide labels for e-commerce learning to rank
methods. Karmaker Santu et al. (2017) and Alonso and Mizzaro (2009)
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study the reliability of the relevance judgements provided by crowd
workers for e-commerce queries. The authors find that crowdsourcing
fails to provide reliable relevance judgements for e-commerce queries.
Thus implicit feedback from e-commerce users is an important source of
information that helps reveal the saliency of products for a given query.

Wu et al. (2018a) divide the ranking optimization problem into two
successive stages: click optimization and purchase optimization. We have
discussed previous studies on click modeling and purchase modeling in
Section 4.1.1 and 4.1.3, respectively. Inspired by these approaches, Wu
et al. (2018a) apply a list-wise learning to rank model (Cao et al., 2007)
to optimize clicks by jointly considering item positions and query-level
structures; a binary classification approach is applied to predict the
purchase behavior.

Online learning to rank approaches have been applied to optimize
ranking results in e-commerce search (Hu et al., 2018b). Unlike tradi-
tional static learning to rank models, online learning to rank methods
optimize the production ranker interactively by exploiting users’ implicit
feedback (Zoghi et al., 2015; Oosterhuis and de Rijke, 2017; Schuth
et al., 2016). Online learning to rank approaches can be divided into two
groups: the first is to learn the best ranking function from a function
space (Hofmann et al., 2016; Hofmann et al., 2013; Yue and Joachims,
2009); the second group directly learns the best list under some model of
user interactions (Radlinski et al., 2008; Schuth et al., 2016; Oosterhuis
and de Rijke, 2017). As part of the first group of online learning to rank
methods, Hu et al. (2018b) propose a reinforcement learning method for
ranking optimization in e-commerce searching scenarios. The authors
formulate the multi-step ranking procedure in e-commerce search as a
search session Markov decision process (SSMDP). An algorithm, named
deterministic policy gradient with full backup estimation (DPG-FBE),
is then proposed for the problem of high reward variance and unbal-
anced reward distribution of SSMDP. To integrate search results from
heterogeneous sources, Takanobu et al. (2019) introduce a search result
aggregation method that formulates a semi-Markov decision process,
where a low-level policy is applied to represent items and a high-level
policy is used to select rankers. Based on a large-scale real-world dataset,
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Anwaar et al. (2020) employ a counterfactual risk minimization (CRM)
approach to directly optimize the ranking list from the log data.

In recent years, deep neural-based retrieval models (Mitra and
Craswell, 2017; Kenter et al., 2017; Onal et al., 2018) have been used in
the ranking step of e-commerce search. Magnani et al. (2019) enhance
the deep neural network model using different types of text representa-
tion and loss function at Warmart.com. Zhang et al. (2019d) detail an
e-commerce ranking model with interaction features between the query
and a graph of products maintaining product interactions. Pre-trained
foundation models have been shown to be effective in real-world web
search scenarios (Zou et al., 2021; Lin et al., 2021a; Chu et al., 2022). In
e-commerce search, Wu et al. (2022a) apply BERT for product ranking
within a multi-task learning framework. The authors use the probability
transfer method in the framework to model multiple sequential engage-
ment behaviors. By integrating semantic matching features output by
the domain-specific BERT, the authors confirm the effectiveness of their
proposed approach on real-world e-commerce search data.

5.5 Emerging Directions

5.5.1 Multi-modal e-commerce search

Along with the rise of deep neural networks, multi-modal search has
increasingly received attention (Zhang et al., 2013; Mao et al., 2015;
Yang et al., 2017a; Liu et al., 2018a; Balaneshin-kordan and Kotov,
2018; Guo et al., 2018; Zhang et al., 2018a; Qu et al., 2021; Wei et al.,
2022; Tan et al., 2022). The key of multi-modal search is to find an
effective mapping mechanism to project data from different modalities
into a common latent space. Multi-modal search approaches can be
classified into hashing-aware models and semantic-aware models. The
former type of methods map various modalities in the original space to a
Hamming space using hash functions (Cao et al., 2017b; Luo et al., 2018;
Zhu et al., 2020a; Tan et al., 2022), whereas the latter ones project the
multi-modal data into a low-dimensional space by learning a mapping
function (Wang et al., 2016a; Laenen et al., 2018; Qu et al., 2021; Wang
et al., 2022c).
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As we discussed in previous sections, most approaches to e-commerce
search focus on the textual matching problem. With the rise in online
photos and openly available image datasets this is changing. Yang et al.
(2017a) propose a novel end-to-end approach for scalable visual search
infrastructure at Ebay. Similar platforms can be found at Alibaba (Zhang
et al., 2018a) and JD.com (Li et al., 2018a; Wang et al., 2020b). Early
studies into multi-modal e-commerce search have mostly focused on
the fashion category (Yang et al., 2017a; Zhang et al., 2018a; Li et al.,
2018a). However, Wang et al. (2020b), Dagan et al. (2021), and Liu et al.
(2022b) confirmed that multi-modal search is widespread across many
e-commerce categories, especially categories that involve aspects that
are harder to express verbally, but can naturally be captured visually,
such as style, type, and pattern.

In multi-modal search, multiple modalities, such as text and images,
can be found in both queries and products. Most multi-modal search
solutions optimize a function to project multi-modal data into a low-
dimensional space after unified representation learning. Laenen et al.
(2018) present a multi-modal search paradigm for e-commerce search
that results in an improved shopping experience. The authors reason
with both images and languages through a common embedding space.
Guo et al. (2018) formulate the e-commerce personalized search problem
based on the relevance between images and text with respect to the
query and the user preferences from both textual and visual modalities.
A transition-based product search method has been proposed, where
the multi-modal feature space is initialized based on the textual and
visual features of products. An interpretable multi-modal e-commerce
retrieval framework has been proposed for fashion products (Liao et al.,
2018); the authors bridge the gap between deep features and meaningful
fashion concepts. They propose a hierarchical similarity function to
accurately characterize the semantic affinities among fashion items.

Dagan et al. (2021) highlight various differences between visual and
textual search, which can be summarized in the following challenges in
multi-modal e-commerce search:

• Heterogeneous resources. User queries submitted on e-com-
merce platforms can be real-world images shot while the user is
engaging with the platform.
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• Large-scale sparse data. Large multimedia corpora make scal-
ability and efficiency key requirements for e-commerce search.
Visual queries are more specific than text queries, which results
in a smaller number of retrieved results and sparse coverage of
categories.

• Limited user engagement. In multi-modal e-commerce search,
user engagement behavior, e.g., clicks, dwell time, purchases, etc.,
is substantially sparser than in textual search.

• Ambiguous user intents. Two different main use cases exist in
multi-modal e-commerce search: target finding and decision mak-
ing (Dagan et al., 2021). The two use cases reflect the navigational
intent and informational intent, respectively.

Additionally, annotating new product images and retraining a new
feature representation model on large-scale data is expensive. To address
this problem, few-shot multi-modal product search has been proposed
to update the feature representation and index model with few-shot
data and employ a fast learning strategy for new categories. Wang et al.
(2020b) describe a framework for few-shot incremental search via meta-
learning, with a multi-pooling feature extractor to extract discriminative
multi-modal features. Based on pre-trained language models, Liu et
al. (2022b) detail an effective contrastive learning framework to learn
representations of multi-modal search sessions based on multi-view
heterogeneous graph networks. Liu et al. (2023b) employ BERT with
a self-distillation framework for product understanding by integrating
visual and textual information.

Cross-modal search is receiving more and more attention (Qu et al.,
2021; Wang et al., 2022c; Tan et al., 2022). Unlike multi-modal search,
cross-modal search aims to solve the discrepancy problem between
different modalities in search sessions (Wang et al., 2022c). Although
much progress has been made in bridging multiple modalities, it still
remains challenging because of the difficult intra-modal reasoning and
cross-modal alignment (Qu et al., 2021). As complicated relations exist
among products in e-commerce, it is more difficult to explore these multi-
hop interactions in cross-modal product search scenarios. Moreover, the
extremely high computational costs brought by multi-modal input
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limits its usefulness in large-scale cross-modal retrieval in e-commerce
applications.

5.5.2 Conversational e-commerce search

Originating from early studies on interactive information retrieval (Croft
and Thompson, 1987; Belkin et al., 1995), conversational search refers
to the process of interacting with a dialogue system to search for infor-
mation. Conversational search allows users to express their information
needs by directly conducting conversations with search engines. Unlike
traditional query-based search engines, conversational search systems
capture users’ intent by taking advantage of the flexibility of mixed-
initiative interactions and by providing useful information more directly
using human-like responses (Radlinski and Craswell, 2017; Vtyurina
et al., 2017; Ren et al., 2021; Vakulenko et al., 2021). User studies have
been conducted to study whether conversational search is needed and
what it should look like. Trippas et al. (2018) conduct a laboratory-
based observational study, where pairs of people perform search tasks
communicating verbally. The authors find that conversation search
paradigms are more complex and interactive than traditional search
scenarios. Moreover, it is difficult to simulate human-human interactions
in a conversational search session. To address this problem, Ren et al.
(2021) collect a dataset of human-human dialogues about conversational
search in a wizard-of-oz fashion, namely wizard of search engine (WISE),
where two workers play the role of seeker and intermediary, respectively.

In a conversational search session, the user first initializes the conver-
sation with a request, then the conversational agent iteratively asks the
user about their preferences and estimates user interest based on their
feedback. Finally, the agent retrieves the information and generates the
response. Many studies focus on the second stage, including generating
clarifying queries (Zamani et al., 2020; Liu et al., 2021e; Ghanem et al.,
2022) and understanding users’ intent (Wu and Yan, 2019; Gao et al.,
2021a; Trippas et al., 2020). Radlinski and Craswell (2017) consider
the question of what properties would be desirable for a system so
that the system enables users to answer a variety of information needs
in a natural and efficient manner. Azzopardi et al. (2018) outline the
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actions and intents of users and systems and explain how these actions
enable users to explore the search space and resolve their information
needs. Ghanem et al. (2022) propose a method to generate user queries
for story-based reading comprehension skills. The response generation
problem in conversational search is also being addressed. Ren et al.
(2021) describe a modular end-to-end neural architecture to transfer the
output from intent understanding to improve response generation. Ye
et al. (2022) design an interconnected network to co-generate structured
and natural responses that allow for bidirectional semantic associations
to generate responses.

In e-commerce, conversational search systems can help consumers
access products through instant conversational interactions on mobile
phones or other smart devices. Also, conversational e-commerce search
alleviates the burden of reformulating queries and browsing through
dozens of products in e-commerce search (Zou et al., 2022a). Moreover,
conversational e-commerce search provides a natural way to collect
explicit feedback from users to understand their preferences (Zamani et
al., 2022). As an early attempt, Zhang et al. (2018c) detail a paradigm for
conversational product search to ask users about their preferred values of
an aspect and adopt a memory network to retrieve search results. Based
on that, Bi et al. (2019a) focus on product-seeking conversations and
proposed an aspect-value likelihood model for negative feedback, with a
multivariate Bernoulli distribution to generate explainable e-commerce
aspects. To improve the quality of representation in conversational
product search, Zou et al. (2022a) integrate the representation learning of
user, query, item, and conversation into a unified generative framework.

There are several open questions and research directions for future
work in conversational e-commerce search. First, obtaining data in
real-world scenarios is a challenging problem. Several studies, including,
e.g., ConvPS (Zou et al., 2022a), have applied simulated data in their
experiments. It would be useful to extend observational experiments to a
wizard-of-oz setting by establishing a real-world dataset in the future. We
also observe that the ongoing trend in simulating users in task-oriented
dialogues could provide more useful insights (Sun et al., 2021b). Second,
modeling user-system interactions is a crucial aspect of conversational
e-commerce search. Vakulenko et al. (2021) reveal the complicated
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situation for large-scale dialogue analysis specifically focusing on the
patterns of mixed-initiative. In contrast with traditional web search
scenarios, e-commerce search needs to analyze more complicated user
engagement behavior (see Section 5.1.2 and 3.2). Hence, in future work,
both short-term and long-term user engagement interactions may need
specialized attention in conversational e-commerce search. Third, how
to evaluate the performance of conversational e-commerce search is still
an open question. We have demonstrated a wide range of evaluation
metrics applied in e-commerce search, e.g., engagement-based metrics
and revenue-based metrics (see Section 5.2). Therefore, it is even more
challenging to measure the success of conversational e-commerce search
in terms of all these various kinds of metrics. Measuring interactivity
is critical in conversational information seeking (Zamani et al., 2022).
Keeping track of how well a user understands the system and vice versa
can be another important research direction. Fourth, personalization
conversational e-commerce search needs more attention in future work.

5.5.3 Generative retrieval in e-commerce

Generative retrieval has emerged as a novel retrieval paradigm in recent
years. During the training phase, documents and their corresponding
document identifiers (docids) are encoded into the model’s parameters.
Given a query, the model can directly generate the relevant DocIDs (Tay
et al., 2022). This approach uses the model’s ability to memorize and use
document representations, enhancing retrieval efficiency and accuracy
by bypassing traditional retrieval pipelines.

For indexing strategies, the approach typically involves using a
sequence-to-sequence (seq2seq) model to learn the mapping from queries
to docids. In addition, a range of tasks have been introduced to enhance
the indexing performance, including learning a mapping from documents
to docids (Tay et al., 2022), constructing pseudo-queries for documents
and mapping them to docids (Wang et al., 2022b), as well as training the
model to rank different documents corresponding to the same query (Li
et al., 2024).

Document representations are another key component of the gen-
erative retrieval model. Since docids are the direct output of model,
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the quality of these representations directly determines the prediction
accuracy of generative models. Existing docids can generally be catego-
rized into two types: numeric-based and text-based. Tay et al. (2022)
introduce three types of numeric docids: (i) unstructured atomic do-
cids, where each document is assigned a random and unique integer
identifier, without any structural or semantic information; (ii) naively
structured string docids, where each document is assigned a random
and unique numeric string; and (iii) semantically structured docids,
which use a hierarchical k-means method, allowing relevant documents
to share the same prefix, thereby introducing semantic structure. Wang
et al. (2022b) propose that the meaning of a docid depends on both
the position and the prefix context. Therefore, they propose a prefix-
aware weight-adaptive decoder to adapt to different docids. Sun et al.
(2024) detail learnable document representations by using a discrete
autoencoder to encode documents into short, discrete docids. It opti-
mizes these docids by converting documents into docids through an
encoder, then training the model to minimize the reconstruction loss of
converting docids back to the original documents. Text-based docids are
another popular approach, as they can inherit the language model’s text
generation ability and do not require learning a new docid vocabulary.
The title can be regarded as an intuitive abstract text that represents
the content of a document. De Cao et al. (2020) describe how to use
the document title as a docid and achieve good retrieval performance.
However, an arbitrary document may not have an informative and
structured title like those in Wikipedia; Zhou et al. (2022b) combine
keywords from both the URL and the title to form a docid. Additionally,
some work has attempted to incorporate more content into text-based
docids, including titles, URLs, document substrings, pseudo-queries,
and more (Li et al., 2023c). The substrings in the document can also rep-
resent the information stored in the document. Bevilacqua et al. (2022)
use arbitrary n-grams in documents as docids, and retrieve documents
using a pre-built FM-indexer.



6
E-commerce Recommendation

Recommendation methods refer to information filtering techniques,
which can be traced back to the 1980s (Malone et al., 1987), i.e.,
even before the web had been developed. Significant research efforts
have been devoted to recommendation in various domains, such as
email, movies, books, and music. E-commerce has its unique properties;
recommendation methods developed for other domains may not be
suitable for e-commerce scenarios.

In this section, we focus on recommendation techniques for e-
commerce. First, we summarize the key characteristics of e-commerce
recommendation, for which a two-stage framework is developed. This
forms the mainstream solution for e-commerce recommender systems.
We then review models developed for the two stages. We discuss eval-
uation methodologies for e-commerce recommendation and conclude
with a description of future research directions to help build better
e-commerce recommendation solutions.

6.1 Characteristics of E-commerce Recommendation

Recommendation techniques have been applied extensively in e-com-
merce, in many different scenarios. They play a crucial role in e-
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commerce by facilitating users to find desired products and to help
boost revenue. E-commerce has three key characteristics that affect
recommendation techniques:

• Large volume of products. The first key characteristic of e-
commerce is the large volume of products, which brings challenges
to algorithm scalability, as recommendation algorithms need to
quickly scan products and select the ones that are of interest to a
user. It is common that an e-commerce platform contains millions
of products (Kersbergen and Schelter, 2021). This sheer number of
items inevitably poses a computational challenge to recommender
systems. The training of models needs to be efficient to be able
to quickly (e.g., hourly or at least daily) refresh the model given
new user behavior data and latency needs to be sufficiently low
in order to be able expose the large catalog to a large number of
users.

• Sparsity. The second characteristic is the sparsity of behavior,
since a user can only consume (e.g., purchase or click) a few
products. The main aim of e-commerce recommendation is to
satisfy the information needs of users in viewing or purchasing
products and services. Behavioral data (e.g., browsing, purchases,
and clicks) is an important and useful data source for learning the
personalized tastes of users. Given the huge volume of products, it
is impossible for a user to interact with most items. The products
with which a user actually interacts are typically just a small
fraction of the entire catalog (Li et al., 2023b). This results in
a significant sparsity issue that forces recommendation methods
to learn from user behavior on a limited set of products and to
generalize their predictions to all other products.

• Data richness. The third characteristic is the richness of product
and user data (see Section 3). In addition to user behavior data
that directly reflects user preferences, rich information about
products (e.g., product name, description, categories, images,
etc.) and users (e.g., age, gender, occupation, income level, etc.)
is available in e-commerce scenarios. Moreover, there is much
contextual information associated with user behavior, such as
time, location, last purchase, and submitted query in the session
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Figure 6.1: Illustration of a two-stage recommendation solution with candidate
retrieval and candidate ranking. Image source: Ren et al. (2018).

etc. (Chen et al., 2017d). This auxiliary information is useful for
inferring why a user chooses an item, and is particularly beneficial
for cold-start scenarios, where a user (or an item) has very few
interactions.

As we will see below, many developments in e-commerce recommenda-
tion have addressed the three characteristics listed above, resulting in
a large number of technical achievements that can be directly put to
practical use.

We present a two-stage solution that has been commonly used in
industrial recommender systems (Cheng et al., 2016; Wang et al., 2018e;
Covington et al., 2016). Figure 6.1 illustrates a two-stage recommenda-
tion framework with two main phases: candidate retrieval and candidate
ranking. Given an information need (either expressed explicitly, e.g., by a
user expressing interest in a product category, or implicitly, e.g., through
the event of a user visiting a recommender system), the first phase of
candidate retrieval goes through the entire product catalog, which may
contain millions of products, and selects a small set of products that
best match the information need. Then the selected candidates (usually
in the order of hundreds) are passed to the second phase of candidate
ranking, which ranks the candidates to produce the final top-k products
to the user. Such a two-stage architecture can strike a balance between
efficiency and effectiveness – it not only supports fast retrieval from
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a large-scale catalog by using an efficient and light-weight candidate
retrieval model, but also maintains good recommendation performance
as the final ranking is determined using a potentially fine-grained rank-
ing model. We survey studies into each stage in Section 6.2 and 6.3,
respectively.

It is worth mentioning that the pipeline sketched in Figure 6.1
may involve a third stage, re-ranking, to refine the list produced by
the ranking model to meet additional criteria or constraints, such as
diversity, novelty, or fairness (Abdollahpouri, 2019; Wilhelm et al., 2018;
Gogna and Majumdar, 2017; Pei et al., 2019; Ai et al., 2018). We briefly
introduce recent progress in re-ranking models in Section 6.4.

6.2 Candidate Retrieval Models

In this section, we survey candidate retrieval models ranging from tradi-
tional heuristic methods (Section 6.2.1) to recent advanced embedding-
based methods (Section 6.2.2).

6.2.1 Heuristic methods

Heuristic-based methods are commonly used for candidate retrieval
because they are simple and easy to implement. These methods are
based on a manually heuristic rather than on optimization with an
objective function. Early studies have presented various retrieval strate-
gies to search candidate products. For example, selecting high sale or
promotion items has been widely adopted in practical recommender
systems, whereas several researchers use principles from economics to
perform item selection for candidate retrieval (Zhao et al., 2017; Zhang
et al., 2016b).

There are many heuristic methods that aim at mining item or
user relations for candidate retrieval. We detail approaches to these
methods from three perspectives: (i) neighborhood-based methods,
(ii) graph-based method and (iii) methods based on complementary and
substitutable items.
Neighborhood-based methods. Neighborhood-based methods first
compute similarity between items or users, and then make recom-
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mendations by aggregating information from similar users or items.
Neighborhood-based methods can be classified into user-oriented and
item-oriented. The paradigm of user-oriented methods (Resnick et al.,
1994; Konstan et al., 1997) can be summarized as follows (Adomavicius
and Tuzhilin, 2005):

r̂u,i = Agg({ru′,i}u′∈Su). (6.1)

where r̂u,i is the rating of user u for the target unrated item i that
we seek to estimate, Su is the set of similar users of u, and ru′,i is the
rating of similar user u′ on the target item i. Agg(·) is a function that
aggregates information from similar users. The process consists of two
steps: (i) finding similar users, and (ii) aggregating the information of
similar users. Recent work has explored various approaches for similarity
computation, including but not limited to Pearson correlation coeffi-
cients, information entropy, and mean squared difference (Shardanand
and Maes, 1995) between the ratings given by two users (Resnick et al.,
1994; Shardanand and Maes, 1995). Spearman rank correlation has
been used to measure item rank similarity rather than value similarity
(Herlocker et al., 1999). For the aggregation function Agg(·), a linear
weighted combination is a commonly used strategy (Resnick et al., 1994;
Shardanand and Maes, 1995; Herlocker et al., 1999). The similarity
score is usually used for setting combination weights, as similar users
naturally deserve a larger contribution to a prediction.

Inspired by the success of user-oriented methods, item-oriented
methods have also been explored (Sarwar et al., 2001; Karypis, 2001).
Item-oriented methods have a quite similar process as user-oriented
methods except that they aim at mining item similarity rather than user
similarity. Recent studies empirically show that item-oriented methods
achieve better performance than user-oriented methods (McLaughlin
and Herlocker, 2004; Sarwar et al., 2001; Karypis, 2001).

In summary, neighborhood-based methods have shown several advan-
tages: they are simple, efficient, highly explainable, and easily deployed.
However, their disadvantages are also obvious: they have a heavy re-
liance on human expertise, lack of flexibility, and they suffer from data
sparsity. Although they may not perform as well as recent, more ad-
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Figure 6.2: An item graph. Each node represents an item and each edge indicates
the existence of a co-occurrence relation between the two items. Image source: Leem
and Chun (2014).

vanced methods, they usually serve as a benchmark for candidates
generation in real-world recommender systems.
Graph-based methods. Another type of heuristic strategy is to
explore similar items through an item graph. As shown in Figure 6.2,
the graph can be constructed from item-item co-occurrence or user-item
interaction information, where each node represents a user or an item
while each edge indicates a certain relation between these objects. Based
on the graph, it is easier and more effective to evaluate the similarity
between items via the closeness of two items in the graph. This has
inspired a number of recent publications on graph-based retrieval. For
example, Leem and Chun (2014) conduct information propagation on
the graph to calculate item similarity, whereas Eksombatchai et al.
(2018) directly perform random walks from seed nodes to select relevant
items.
Complementary and substitutable items. Beyond item similarity,
more complicated item relations concerning complementarity of items
and substitutability of one item for another have also been consid-
ered (Wang et al., 2018e; Zhang et al., 2018b; Chen et al., 2020d; Liu
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Figure 6.3: Illustration of the workflow of embedding-based methods: They first
map users and items into a common embedding space; then they use the KNN
algorithm to search the candidate items having the smallest embedding distance
with the target user. Image source: Andoni and Indyk (2006).

et al., 2020d). As explained in Section 3.1.2.2, complements indicate
items that might be purchased together, while substitutes indicate
items that are interchangeable. Mining complements and substitutes
is beneficial to satisfy the true need of users, and further increases the
click-through rate and user stickiness (Wang et al., 2018e; Liu et al.,
2020d). However, it is challenging as we often lack ground-truth labels
of such relations. To deal with this problem, Wang et al. (2018e) use
co-view and co-purchase statistics, as weak relation signals to super-
vise the learning of the complements and substitutes. They further
integrate the learned relations into a vanilla recommendation model
and observe improvements in recommendation performance. Liu et al.
(2020d) introduce a graph convolutional neural network that decouples
item semantics for inferring complementary and substitutable items.
The decoupled graph neural network contains a two-step knowledge
integration scheme. Chen et al. (2020d) design attribute-aware collab-
orative filtering to perform substitute recommendation by addressing
issues from both personalization and interpretability perspectives.

6.2.2 Embedding-based methods

Embedding-based methods are another type of candidate retrieval
methods. As shown in Figure 6.3, this kind of method first maps users
and items into a common embedding space, and then uses approximate
the K-Nearest Neighbor (KNN) algorithm (Andoni and Indyk, 2006)
to search for candidate items with the smallest embedding distance to
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the target user. The key of these methods lies in learning high-quality
embeddings for each user and item. In what follows, we introduce
techniques for learning embeddings.
Matrix factorization. Matrix factorization (MF) is a classic embed-
ding-based method. The basic assumption behind MF is that the user-
item interaction matrix has a low-rank structure. MF delineates each
user and item as an embedding vector and then predicts the preference
between each user-item pair as the inner product of their embedding
vectors. Let pu ∈ Rk, qi ∈ Rk denote the embedding vector of user u

and item i, respectively. MF makes a prediction for the user-item pair
(u, i) as follows:

r̂ui = p⊤
u qi. (6.2)

MF can be optimized by minimizing the deviation between the predic-
tions and the user-item interactions. Formally, we have the following
objective function:

min
P,Q

∑
(u,i)

l(rui, r̂ui) + λLreg(P, Q), (6.3)

where ru,i denotes a user-item interaction. This can be explicit feedback
(e.g., user ratings), which directly reflects the user preference, or implicit
feedback (e.g., purchases and clicks), which indicates whether the user
interacts with the item. l(·, ·) denotes the selected error function between
the prediction and the ground truth label. It can be selected from mean
squared error (MSE) loss (Koren et al., 2009), binary cross-entropy
loss (He et al., 2017b), hinge loss (Wu et al., 2016b), and Poisson
likelihood (Gopalan et al., 2015). Lreg(·, ·) denotes a regularizer for the
embeddings to avoid over-fitting. Here we collect pu (and qi) for each
user (and item) as a matrix P (and Q).

Compared with heuristic-based methods, MF is a more generic
method that can adaptively learn user preferences from their history
behaviors and require no manually crafted heuristic design. The use of
MF has brought a revolution, pushing research attention from previous
heuristic-based methods towards embedding-based methods.
Information-enhanced embedding models. Despite the prevalence
of MF, it is still insufficient to yield accurate embeddings. The reason
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is that MF directly projects user/item IDs to an embedding space,
making MF reliant on the behavioral signal from the objective function.
Hence, MF models do not perform well for inactive users or items
with very few interactions. To deal with this problem, several methods
have been proposed to enrich the representation with supplementary
information. We can divide them into three groups: (i) neighborhood-en-
riched embedding methods (ii) feature-enriched embedding methods
and (iii) graph-enriched embedding methods. We discuss each of these
groups in detail as follows:
(i) Neighborhood-enriched embedding. Beyond the user ID, Bell
and Koren (2007), Koren (2008), and Kabbur et al. (2013) enrich a
user’s representation with their rating history. This kind of method
generates user-item preference scores as follows:

r̂ui = q⊤
i

pu + |N (u)|−α
∑

j∈N (u)
yj

 , (6.4)

where N (u) denotes a set of items with which the user u has interacted.
Each item j ∈ N (u) is mapped into a common embedding space
to get a vector representation qj . Neighborhood-enriched embedding
methods can be considered as a combination of MF-based methods
and neighborhood embedding methods. MF-based and neighborhood
methods make predictions from different perspectives, which results
in different strengths and weaknesses. Neighborhood methods struggle
to detect all associations captured by interactions, whereas MF-based
methods are poor at detecting associations among sparse neighborhoods.
Hence, endowing MF with neighborhood methods fosters its merits and
circumvents its weaknesses.
(ii) Feature-enriched embedding. Another way to improve MF is
to use rich user and item features, e.g., a user’s age, gender, education,
revenue, product tags, category, and price. These features are valuable
in enriching the representations of users and items, which further boosts
the recommendation performance. Figure 6.4 summarizes the architec-
ture of feature-enriched candidate retrieval methods as a two-tower
structure (Yi et al., 2019; Fan et al., 2019c; Xu et al., 2016). The left
tower is the user tower that translates a user’s features into the user’s
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Figure 6.4: Illustration of the two-tower architecture for learning users’ and items’
representations. Image source: Xu et al. (2016).

embedding representation; the right tower is the item tower generating
the item representation. Let xu denote the features of user u, while xi

denotes the features of item i. The function of the two towers can be
depicted as follows:

pu = fU (xu), qi = fI(xi), (6.5)

where fU (·) and fI(·) denote the translation function with regard to the
implementation of the two towers. Linear models and neural networks
(e.g., MLP (Huang et al., 2013), LSTM (Song et al., 2016), CNN (Shen
et al., 2014) and auto-encoders (Wu et al., 2016b; Liang et al., 2018a))
can be used as the translation function. Given user and item embed-
dings, the two-tower model makes a prediction for each user-item pair.
Cosine similarity and inner product are usually adopted to measure the
embedding distance, so we have:

Cosine: r̂ui = q⊤
i pu

∥pu∥ · ∥qi∥
,

Inner product: r̂ui = q⊤
i pu.

(6.6)

(iii) Graph-enriched embedding. A drawback of the aforementioned
methods is that they regard each user or item as an “island” and fail to
explicitly encode their relations into representations. These relations,
e.g., item-item occurrences or user-item interactions, are important in
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revealing correlations between users and items, which provide valuable
signals for recommendation. To address this problem, several studies
have established specific graphs between users and items, and then
conduct graph representation learning to generate user and item embed-
dings. One representative method is EGES (Wang et al., 2018b). EGES
constructs an item-item graph based on user behavior sequences, where
two items are connected if they consecutively occur in one sequence.
EGES then applies DeepWalk (Perozzi et al., 2014) on the item graph to
generate item representations. Similarly, other related methods perform
graph convolutional networks to enrich the representation learning of
both users and items (Wang et al., 2019c; Ying et al., 2018; He et al.,
2020). A knowledge graph with informative relations between items has
been exploited to learn better embeddings (Wang et al., 2019b; Wang
et al., 2020d).

LightGCN (He et al., 2020) is a light graph neural network (GNN)
model for recommendation, in which only the item and user embedding
need to be learned, whereas non-linear operations are not considered.
The basic concept of LightGCN is to learn the user or item representation
by aggregating the information from multi-order neighbors in the user-
item interaction graph. Assuming that the user and item embedding
are e0

u and e0
i for user u and item i respectively, LightGCN takes the

following aggregation to get the representations of different layers:

ek+1
u =

∑
i∈Nu

ek
i , ek+1

i =
∑

u∈Ni

ek
u, (6.7)

where k represents the k-th layer, Nu represents the neighbors of user u,
and Ni represents the neighbors of item i. Then, the final representation
of users and items are computed as follows:

eu =
K∑

k=0
αkek

u, ei =
K∑

k=0
αkek

i , (6.8)

where ak is a hyper-parameter to control the contributions of different
layers. Eventually, it takes the dot product of the two representations
as the prediction score.

The quality of data affects the upper bound of the performance of
the learning-based models. However, user behavior data in e-commerce
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recommendation is usually very sparse. To address this problem, data
augmentation is a common strategy to increase the diversity of data.
SGL (Wu et al., 2021b) designs three types of methods to augment the
training data for graph-based methods. The augmented data is used
for an additional unsupervised task which maximizes the agreement of
positive pairs.

6.2.3 Session-based recommendation

Modeling sequential dynamics is important for candidate retrieval in
e-commerce recommendation. Sequential (or session-based) recommen-
dation takes behavior sequences as the input, and then predicts the
user’s next click or purchase behavior. Sequential methods can be
grouped into two classes: Markov chain-based and neural network-based
sequential recommendation methods.

Early studies on sequential recommendation methods often use
Markov chains by assuming that the user’s next action only depends
on the previous one. As a representative method, the factorizing per-
sonalized Markov chains model (FPMC) extends MF by modeling the
effects of sequential-consecutive actions (Rendle et al., 2010). Since the
previous action is a critical factor affecting the user’s next decision,
FPMC achieves a significant gain over MF-based models. Following
FPMC, He and McAuley (2016a) use a higher-order Markov chain to
capture the sequential dependence among non-consecutive behavior. It
is hard to use Markov chain-based methods for capturing complicated
and long-term dependencies in sequential data, and this limits their
performance in e-commerce recommendation.

More recently, deep neural networks have been used in sequential
recommendation due to their powerful expressive ability on capturing
behavior dependences (discussed in Section 4). Generally speaking,
neural networks for sequential recommendation can be divided into three
types: (i) RNN-based methods that model sequential dependence with
RNN (or improved versions such as LSTM and GRU) to capture both
long-term and short-term dependencies (Quadrana et al., 2017; Jannach
and Ludewig, 2017b; Hidasi et al., 2016); (ii) CNN-based methods that
concatenate the embedding of the previous item in a sequence as to
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a matrix (Tang and Wang, 2018); and (iii) attention-based methods
that introduce attention mechanisms into sequential recommendation by
considering various types of user behavior with different influences (Kang
and McAuley, 2018; Sun et al., 2019a).

6.2.4 Next-basket recommendation

The next basket recommendation (NBR) task uses information from
previous sessions. It is defined as recommending a group of items to
a user based on their shopping history, where the history is a time-
ordered sequence of baskets that they have purchased in the past (Li
et al., 2023b). Each basket is a set of items with no particular order.
This formulation fits the grocery shopping setting well, where a user’s
purchase history occurs naturally in the form of such baskets. Varia-
tions of the NBR task where the order of items in a basket may be
relevant, can, e.g., be found in music (playlist recommendation), in
travel (recommending holiday packages), and in research and education
(recommending reading lists). Two main characteristics of the grocery
shopping scenario make the NBR task in this domain distinct from
other retail domains: (i) users shop for grocery items repeatedly and
on a regular basis, and (ii) grocery items have a short life time and are
repurchased frequently by the same user (Liu et al., 2019a).

In the grocery shopping domain, it has been found to be useful to
distinguish between repeat items, i.e., items that a user has consumed
before, and explore items, i.e., items that a user has not consumed
before (Ariannezhad et al., 2022; Li et al., 2023b). In particular, for
repeat items, the set of candidate items that needs to be considered
for an individual user is usually in the low hundreds (Ariannezhad
et al., 2021) as opposed to the full item catalog that needs to be
considered for explore items, whose size may exceed 50,000 items in
grocery shopping (Ariannezhad et al., 2020; Sprangers et al., 2023).
This fact makes the task of retrieving repeat items to be included
in the next basket to be recommended to a user considerably easier
than the task of retrieving explore items. Frequency-based, nearest
neighbor-based, and deep learning-based methods have all been used for
the NBR task, and for the candidate retrieval phase in particular (Li
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et al., 2023b). As a rule of thumb, being biased towards the easier
repetition task is an important strategy that helps to boost the overall
NBR performance. Deep learning-based methods do not effectively
exploit the repetition behavior. Indeed, they achieve a relatively good
exploration performance, but they are not able to outperform simple
frequency-based baselines in several cases. Some recent state-of-the-art
NBR methods are skewed towards the repetition task and outperform
frequency-based baselines. However, the improvements they achieve are
limited, especially considering the complexity and computational costs,
e.g., for the training process (Yu et al., 2020) and for hyper-parameter
search (Faggioli et al., 2020; Hu et al., 2020a).

A number of variations of the NBR task have recently been con-
sidered, each with their own challenges for retrieving candidate items.
The within-basket recommendation task uses information from previous
sessions as well as information from an incomplete basket to which
additional items could potentially be added (Ariannezhad et al., 2023).
Another variation concerns an item-centered scenario (as opposed to
the familiar user-centered scenario), where the input is an item and
the task is to identify users who might be interested in consuming the
item (Li et al., 2023a).

6.3 Candidate Ranking Models

Given generic feature vectors as input, work on candidate ranking
strategies has mainly focused on modeling interactions between features.
According to the types of interaction function they adopt, existing
methods can be divided into linear, polynomial, and neural network
models.

6.3.1 Linear models

Early studies on candidate ranking usually apply linear models, such as
logistic regression (LR) (Kleinbaum et al., 2002; Hosmer Jr et al., 2013)
and naive Bayesian methods (Hastie et al., 2009). In contrast to other
complicated models, linear models are straightforward, efficient, and
explainable. Although linear models may not perform as well as deep
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neural networks, they indeed lay the foundation for recent advances
in e-commerce recommendation (Peng et al., 2002; Kiseleva et al.,
2016; Bernardi et al., 2015). In e-commerce recommendation, logistic
regression (LR) is one of the most popular methods that formulate the
task as a classification task to rank through predicting the probability
of an item to be interacted. LR first collects features of users (e.g.,
age and gender) and items (e.g., price and categories) into a number
of feature vectors, and then applies a linear combination function to
map the feature vector into the final predicted score. Similarly, Kiseleva
et al. (2016) employ a naive Bayesian ranking strategy in e-commerce
recommendation by considering contextual user profiling.

6.3.2 Polynomial models

The performance of linear models is limited because of high space com-
plexity and the inability of high-level feature modeling. To address these
two problems, factorization machines (FM) have been proposed (Rendle,
2010). Factorization machines factorize parameters wi,j into an inner
product of two latent vectors, i.e., wi,j ≡ ⟨vi, vj⟩, where vi denotes a
latent vector of the i-th feature. With different types of knowledge, the
feature interactions across multiple fields should have different weights
in recommendation. To tackle this challenge, field-aware factorization
machines (FFM) (Juan et al., 2016) have been proposed to capture
field-aware weights and distribute a single latent vector to multiple
fields.

A drawback of FM and FFM is that they only capture second-
order feature interactions but neglect higher order interactions, which
are widely observed in e-commerce scenarios. As described in Sec-
tion 4.1.1, He et al. (2014) proposed a hybrid model by combining
GBDT and logistic regression for click-behavior modeling. The hybrid
model is able to use boosted decision trees (i.e., GBDT) to conduct
feature interactions into logistic regression for e-commerce recommenda-
tion. In this hybrid model, GBDT adaptively conducts feature selection
and higher-order feature interactions.
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6.3.3 Neural network models

Deep neural networks have been used in e-commerce recommendation
because of their powerful expression ability of capturing complicated
feature interactions. Up to now, research on neural network models
can be categorized into the following three research directions: (i) The
first direction aims at developing feature interaction modules based on
neural networks, e.g., adding more neural network layers or combining
the superiority of different neural networks. (ii) The second direction
aims at enhancing the expression by using deep neural networks using
FMs. (iii) The third direction aims at using the attention mechanism
in capturing diverge and dynamic contributions of feature interactions.
Below, we will detail the recent advances along these research directions.
Neural feature interactions. Shan et al. (2016) propose the deep
crossing model, which can be considered as the first end-to-end deep
learning framework for recommender systems. Deep crossing enjoys the
merits of deep learning in coping with various features and capturing
complex feature interactions. It consists of the four components: an
embedding layer, a stacking layer, multiple residual units layer, and
a scoring layer. The goal of the embedding layer is to transform per
individual sparse features into dense vectors in latent space via neural
networks. The stacking layer concatenates different embedding features
from the embedding layer and generates a new vector for all features.
The scoring layer servers as an output layer with logistic regression to
generate the final predicted score.

Collaborative filtering can be reconsidered from the perspective of
deep learning. Traditional collaborative filtering methods employ the
inner product of a user’s latent vector and an item’s latent vector for
rating prediction. Neural collaborative filtering (NCF) (He et al., 2017b)
has been proposed to replace the inner product operation with a neural
network.

By learning frequent co-occurrences of features, deep neural networks
may have poor memorization, i.e., these models easily over-generalize
and recommend less relevant items when user-item interactions are
sparse. To address this problem, Cheng et al. (2016) introduce the
Wide&Deep model for recommendation. The detailed model architecture
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of Wide&Deep has already been presented in Section 4.1.1. Wide&Deep
maintains a balance between memorization and generalization: its wide
component can effectively memorize sparse feature interactions, while
the deep neural networks can generalize the previously unseen feature
interactions through low-dimensional embeddings.

Follow-up studies improve either the wide component or the deep
component in the Wide&Deep model. The Deep&Cross Network (DCN)
(Wang et al., 2017c) replaces the wide component with a well-designed
cross network. DCN applies an explicit feature crossing mechanism with
multiple cross layers. Later studies seek to apply automating machine
learning (AutoML) to model the selection of feature interactions (Su
et al., 2021; Meng et al., 2021b; Zhao et al., 2021b). SIF (Yao et al.,
2020) uses one-shot architecture search methods to search proper in-
teraction functions (e.g., inner product, plus/minor, max/min pooling,
outer product, and concatenation) for collaborative filtering models.
AutoFIS (Liu et al., 2020b) continuously searches effective feature inter-
actions by incorporating architecture parameters to identify important
feature interactions. AutoGroup (Liu et al., 2020a) groups useful fea-
tures into sets using AutoML and then generates interactions from each
set.
Endowing factorization machines with neural networks. Many
models have been proposed to integrate factorization machines (FMs)
with deep neural networks to make full use of their advantages in feature
combination. Neural factorization machines (NFMs; He and Chua,
2017) enhance FMs by modeling higher-order and non-linear feature
interactions. NFM introduces a bi-interaction pooling operation in
neural network modeling, and presents a new neural network perspective
for FMs. Given the embedding set of all features Vx, the bi-interaction
layer in NFM converts Vx to one vector:

fBI(Vx) =
n−1∑
i=1

n∑
j=i+1

(xivi) ⊙ (xjvj), (6.9)

where ⊙ denotes an element-wise product of two vectors. The output of
bi-interaction pooling is a d-dimensional vector that encodes the second-
order interactions between features in the embedding space. By stacking
non-linear layers above the bi-interaction layer, NFM can effectively
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Figure 2: Neural Factorization Machines model (the �rst-
order linear regression part is not shown for clarity).

of features. �e third term f (x) is the core component of NFM
for modelling feature interactions, which is a multi-layered feed-
forward neural network as shown in Figure 2. In what follows, we
elaborate the design of f (x) layer by layer.

Embedding Layer. �e embedding layer is a fully connected
layer that projects each feature to a dense vector representation.
Formally, let vi ∈ Rk be the embedding vector for the i-th feature.
A�er embedding, we obtain a set of embedding vectors Vx =
{x1v1, ...,xnvn } to represent the input feature vector x. Owing to
sparse representation of x, we only need to include the embedding
vectors for non-zero features, i.e.,Vx = {xivi } where xi , 0. Note
that we have rescaled an embedding vector by its input feature
value, rather than simply an embedding table lookup, so as to
account for the real valued features [27].

Bi-Interaction Layer. We then feed the embedding setVx into
the Bi-Interaction layer, which is a pooling operation that converts
a set of embedding vectors to one vector:

fBI (Vx ) =
n∑
i=1

n∑
j=i+1

xivi � x jvj , (3)

where � denotes the element-wise product of two vectors, that is,
(vi � vj )k = vikvjk . Clearly, the output of Bi-Interaction pooling
is a k-dimension vector that encodes the second-order interactions
between features in the embedding space.

It is worth pointing out that our proposal of Bi-Interaction pool-
ing does not introduce extra model parameter, and more impor-
tantly, it can be e�ciently computed in linear time. �is prop-
erty is the same with average/max pooling and concatenation
that are rather simple but commonly used in neural network ap-
proaches [16, 31, 36]. To show the linear time complexity of evalu-
ating Bi-Interaction pooling, we reformulate Equation (3) as:

fBI (Vx ) =
1
2

[
(
n∑
i=1

xivi )2 −
n∑
i=1
(xivi )2

]
, (4)

where we use the symbol v2 to denote v � v. By considering the
sparsity of x, we can actually perform Bi-Interaction pooling in
O(kNx ) time, where Nx denotes the number of non-zero entries in
x. �is is a very appealing property, meaning that the bene�t of

Bi-Interaction pooling in modelling pairwise feature interactions
does not involve any additional cost.

Hidden Layers. Above the Bi-Interaction pooling layer is a
stack of fully connected layers, which are capable of learning higher-
order interactions between features [31]. Formally, the de�nition
of fully connected layers is as follows:

z1 = σ1(W1 fBI (Vx ) + b1),
z2 = σ2(W2z1 + b2),

......

zL = σL(WLzL−1 + bL),

(5)

where L denotes the number of hidden layers, Wl , bl and σl denote
the weight matrix, bias vector and activation function for the l-th
layer, respectively. By specifying non-linear activation functions,
such as sigmoid, hyperbolic tangent (tanh), and Recti�er (ReLU),
we allow the model to learn higher-order feature interactions in
a non-linear way. �is is advantageous to existing methods for
higher-order interaction learning, such as higher-Order FM [3] and
Exponential Machines [23], which only support the learning of
higher-order interactions in a linear way. As for the structure of
fully connected layers (i.e., size of each layer), one can freely choose
tower [9, 16], constant [31], and diamond [44], among others.

Prediction Layer. At last, the output vector of the last hidden
layer zL is transformed to the �nal prediction score:

f (x) = hT zL , (6)

where vector h denotes the neuron weights of the prediction layer.

To summarize, we give the formulation NFM’s predictive model as:

ŷN FM (x) = w0 +
n∑
i=1

wixi

+ hT σL(WL(...σ1(W1 fBI (Vx ) + b1)...) + bL),
(7)

with all model parameters Θ = {w0, {wi , vi },h, {Wl , bl }}. Com-
pared to FM, the additional model parameters of NFM are mainly
{Wl , bl }, which are used for learning higher-order interactions
between features. In remainder of this subsection, we �rst show
how NFM generalizes FM and discuss the connection of NFM be-
tween existing deep learning methods; we then analyze the time
complexity of evaluating NFM model.

3.1.1 NFMGeneralizes FM. FM is a shallow and linear model,
which can be seen as a special case of NFM with no hidden layer.
To show this, we set L to zero and directly project the output of
Bi-Interaction pooling to prediction score. We term this simpli�ed
model as NFM-0, which is formulated as:

ŷN FM−0 = w0 +
n∑
i=1

wixi + hT
n∑
i=1

n∑
j=i+1

xivi � x jvj

= w0 +
n∑
i=1

wixi +
n∑
i=1

n∑
j=i+1

k∑
f =1

hf vi f vj f · xix j .
(8)

As can be seen, by �xing h to a constant vector of (1, ..., 1), we can
exactly recover the FM model2.
2Note that for NFM-0, a trainable h can not improve the expressiveness of FM, since
its impact on prediction can be absorbed into feature embeddings.

Figure 6.5: Overview of neural factorization machines. Image source: He and Chua
(2017).

model higher-order and non-linear feature interactions. In contrast to
traditional deep learning methods that simply concatenate or average
embedding vectors in the low level, the use of bi-interaction pooling
encodes more informative feature interactions. Figure 6.5 illustrates the
architecture of NFM.

As demonstrated in Section 4.1, DeepFM (Guo et al., 2017) aims to
learn both low and high-order feature interactions, and consists of two
components: the FM component and the deep component. Compared
with Wide&Deep, DeepFM replaces its wide component with FM to
remedy its shortcoming in automatic feature combination. Another
difference is that DeepFM shares the feature embedding between the
FM and deep component. Besides NFM and DeepFM, many other
neural networks have been proposed based on FMs: FNN (Zhang et al.,
2016a) directly stacks FMs with neural networks; PNN (Qu et al., 2016)
models both bit-wise interactions and vector-wise feature interactions;
and xDeepFM (Lian et al., 2018) extends deepFM with explicit high-
order feature interactions.
Attention mechanisms. Attention mechanisms have been applied in
recommender systems and achieved great success (Xiao et al., 2017; Li
et al., 2017a; Zhang et al., 2019b). AFM (Xiao et al., 2017) is an early
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attempt to introduce an attention mechanism to recommendation. It
can be regarded as an extension of NFM. The sum pooling operation in
NFM treats all pairwise feature interactions equally, which may produce
suboptimal results. To address this problem, AFM uses the attention
mechanism on feature interactions by performing a weighted sum on
the interacted vectors. The output of the attention-based pooling layer
is projected into the prediction score. In session-based or sequential
recommendation scenarios, Li et al. (2017a) propose an encoder-decoder
model, neural attentive recommendation machine (NARM), to empha-
size a user’s main purpose in the current session. The authors adopt a
hybrid encoder structure with a global component for modeling long-
term purposes and a local component for modeling short-term purposes.
Based on the combined session representation, a bi-linear matching
scheme is then applied to compute the recommendation scores for each
candidate item.

Following NARM, Ren et al. (2019c) put forward the RepeatNet
model to deal with the phenomenon of repeat consumption behavior. The
authors incorporate a repeat-explore mechanism into neural networks,
which can select items from a user’s history and suggests them at the
appropriate moment. In standard embedding paradigms, user features
are compressed into fixed-length representation vectors. However, fixed-
length vectors limit capturing the diverse interests of a user from
historical behavior. (Zhou et al., 2018a) introduce the deep interest
network (DIN) to tackle this challenge by designing a local attention unit.
The local attention unit in DIN adaptively learns the representation
of user interests from historical behavior by taking account of the
relevance of historical behavior. Cheng and Xue (2021) unify CTR
prediction models using a discrete choice model based on the self-
attention mechanism. The authors regard feature interaction as the
individual’s comprehensive measurement of the influence of different
factors on the decision-making process.

6.3.4 Retraining strategies

E-commerce recommender systems rely on knowledge gleaned from
historical interactions. As the number of collected interactions grows,



6.4. Re-ranking Strategies 537

recommendation models must be regularly retrained to reflect users’ dy-
namic preferences. There are two intuitive heuristic retraining methods:

• Full retraining simply merges the old data and new data to
perform a full model training. The method is designed to cap-
ture both short-term and long-term features of the recommender
system based on all the data it has accumulated.

• Fine-tune retraining refers to using the parameters of the old
model that were optimized by the old data to initialize the new
model and train it with the new data. It reduces the time and
storage overhead of retraining, making life-long updating feasible.

Numerous deep learning-based retraining methods have been proposed.
Zhang et al. (2020g) propose a sequential meta-learning model (SML),
including a meta-learning retraining framework for vanilla matrix fac-
torization models. SML model captures the trend of changes between
two distinct retraining phases at adjacent times. Recently, graph convo-
lutional neural network (GCN) has become the cutting-edge technique
for recommendation (He et al., 2020; Ying et al., 2018). However, GCN-
based recommender models encounter challenges regarding model re-
training as GCN-based models take more time to converge. CIGC (Ding
et al., 2021) has been proposed with two novel operators: incremen-
tal graph convolution and colliding effect distillation. The incremental
graph convolution estimates the output of fully retraining the graph
convolution using only new data; whereas the colliding effect distillation
uses causal inference to retrain the representations of users (or items)
that have no new data.

6.4 Re-ranking Strategies

The two-stage recommendation framework faces several problems in
e-commerce recommendation: (i) The point-wise objective functions
(e.g., log-loss) at the ranking stage often become sub-optimal because of
the neglect of mutual influences between items. (ii) Users with different
preferences may exhibit different behavior patterns. (iii) Recommen-
dation result diversification has not yet been well addressed during
the ranking stage. Therefore, before exposing recommended items to
users, most e-commerce recommender systems refine the results through
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an additional re-ranking stage. Generally, the goal of re-ranking is
to enhance the recommendation results through additional criteria or
constraints (Chen et al., 2017c; Zehlike et al., 2017; Abdollahpouri,
2019). Re-ranking methods can be categorized into heuristic strategies
and list-wise objective functions. The former type of method is based
on determinantal point processes (Wilhelm et al., 2018; Chen et al.,
2017c) and maximal marginal relevance (Carbonell and Goldstein, 1998).
These methods have been widely applied in e-commerce to avoid the
items with the same category being presented consecutively for greater
diversity. While for list-wise objective functions, DLCM (Ai et al., 2018)
and PRM (Pei et al., 2019) have been proposed with specific list-wise
optimization objectives.

6.5 Emerging Directions

We discuss five emerging research directions in e-commerce recommen-
dation: (i) structured recommendations, (ii) conversational recommen-
dation, (iii) reasoning recommendations and explanations, (iv) biases
and debiasing in recommendation, and (v) unifying recommendation
and search.

6.5.1 Structured recommendations

The task of structured recommendations is to predict the next struc-
tured item sets instead of the next item. we discuss three categories of
structured recommendations: slate recommendation, playlist recommen-
dation, and next-basket recommendation.

In applications like music or bundle recommendations, the objec-
tive is to provide users with a “slate” – a combination of items – to
maximize their engagement with the recommended content. This task
raises critical questions, including the consideration of metrics such as
diversity and the computational challenges posed by the combinatorial
nature of slates. Reinforcement learning (RL) is extensively applied in
slate recommendation (Ie et al., 2019; Sunehag et al., 2015; Deffayet
et al., 2023; Tomasi et al., 2023). However, due to the combinatorial
complexity of actions, RL typically necessitates simplifying assump-
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tions, such as the user selecting the optimal item (Ie et al., 2019). An
alternative approach involves integrating a separate user preference
model to optimize slate assembly and subsequently training the RL
model (Tomasi et al., 2023). Swaminathan et al. (2017) investigate
off-policy evaluation and optimization via inverse propensity scores for
slate interactions. Mehrotra et al. (2019) constructe a hierarchical model
to assess user satisfaction in slate recommendation systems.

Music playlist recommendation can be considered as a special case
of music recommendation, focusing on delivering a curated list of songs
to users. The order and characteristics of music tracks significantly
influence the playlist’s overall quality. An earlier study employs time-
series-based machine learning to address the challenge of recommending
music playlists (Choi et al., 2016; Irene et al., 2019; Monti et al., 2018;
Vall et al., 2018; Kim et al., 2018; Yang et al., 2019). Choi et al. (2016)
use a recurrent neural network (RNN) for music playlist generation,
emphasizing track transition qualities. Monti et al. (2018) implement
an ensemble of RNNs, using pre-trained embeddings for album and title
representation. Irene et al. (2019) predict user preferences by analyzing
manually created playlists, employing both RNN and convolutional neu-
ral network (CNN) models. Later studies have employed reinforcement
learning (RL)-based methods to capture users’ long-term preferences
(Hu et al., 2017; Shih and Chi, 2018; Sakurai et al., 2020; Sakurai
et al., 2021; Sakurai et al., 2022; Tomasi et al., 2023; Liebman et al.,
2015). Liebman et al. (2015) use a novel reinforcement-learning-based
music recommendation system that generates playlists by considering
both song preferences and transitions. Hu et al. (2017) enhance playlist
generation performance by integrating user feedback into the recommen-
dation reward function. Shih and Chi (2018) incorporate novelty and
popularity indices into the reward function, resulting in playlists with a
mix of new and well-known tracks. Sakurai et al. (2022) use informative
knowledge graphs to enhance reinforcement learning optimization, and
allowing users to customize flexible reward functions to discover new
music genres. Tomasi et al. (2023) present a reinforcement learning
framework optimizing directly for user satisfaction via the use of a
simulated playlist-generation environment.
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Next-basket recommendation (NBR) is a task focused on predicting
a user’s next shopping basket based on their past purchase history,
aiming to enhance user experience and satisfaction. There are mainly
three families of NBR methods. First are conventional NBR methods,
such as those employing pattern mining (Guidotti et al., 2017), KNN
models (Hu et al., 2020a; Faggioli et al., 2020), and Markov chain
models (Rendle et al., 2010). Hu et al. (2020a) and Faggioli et al.
(2020) model temporal patterns across frequency data and integrate this
with neighbor information or user-wise collaborative filtering. Rendle
et al. (2010) use matrix factorization and Markov chains to model
users’ general interest and basket transition relations. Second are latent
representation methods, which use representation learning techniques
to capture implicit patterns in data. For instance, Wang et al. (2015)
apply aggregation operations to learn a hierarchical representation of
user’s last basket to predict the next basket. Third are deep learning-
based method. Recurrent neural networks (RNNs) have been extensively
applied in next-basket recommendation, demonstrating their efficacy in
learning long-term trends by modeling the whole basket sequence. For
instance, Yu et al. (2016) use max/avg pooling to encode baskets and Hu
and He (2019) adapt an attention mechanism and integrate frequency
information to improve performance. Some methods (Le et al., 2019;
Wang et al., 2020c) use item relations to enhance representation. Yu
et al. (2020) employ graph neural networks (GNNs) to model item-item
relations between baskets and a self-attention mechanism to discern
temporal dynamics. Some methods (Bai et al., 2018; Chen et al., 2021e;
Leng et al., 2020; Sun et al., 2020a; Wang et al., 2019a) use auxiliary
information, including product categories, amounts, prices, and explicit
timestamps.

6.5.2 Conversational recommendation

The task of a conversational recommender system (CRS) is to provide
recommendations to users through conversational interactions. CRSs
are increasingly attracting attention (see, e.g., Zhao et al., 2013; Chris-
takopoulou et al., 2016; Yu et al., 2019; Zou et al., 2020b; Mangili et al.,
2020; Sun and Zhang, 2018; Lei et al., 2020a; Lei et al., 2020b; Zhou
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et al., 2020b; Liu et al., 2020g; Zhou et al., 2020c; Zhang et al., 2020f;
Li et al., 2021d). According to Gao et al. (2021a), the task of CRS is
formally defined as follows:

A recommendation system that can elicit the dynamic prefer-
ences of users and take actions based on their current needs
through real-time multi-turn interactions.

Building on advances in interactive recommendation (Christakopoulou
et al., 2018; Wang et al., 2017a; Liu et al., 2020e), early studies on CRSs
formulate the task as a specific application of task-oriented multi-turn
dialogue systems (TDS) (Le et al., 2018; Dhingra et al., 2017; Wen
et al., 2017b; Zhang et al., 2019e). Studies into CRSs follow one of two
main types of strategy: attribute-aware and topic-guided.

Attribute-aware CRSs aim to answer three main research questions:
“whether to ask or recommend,” “which attributes to ask” or “which
items to recommend.” Early work on attribute-aware CRSs obtains
user preferences based on asking about items directly (Zhao et al.,
2013; Wang et al., 2018c; Christakopoulou et al., 2016; Zou et al.,
2020b; Vendrov et al., 2020), or asking attributes through a heuristic
method (Christakopoulou et al., 2018; Zhang et al., 2018c; Luo et al.,
2020). There are two main kinds of attribute-aware CRSs solutions.
One kind asks a fixed number of questions and makes a recommen-
dation at the last turn (Lei et al., 2020a; Lei et al., 2020b); whereas
the other predicts a specific turn to recommend items. Reinforcement
learning strategies have successfully been applied to attribute-aware
CRSs. Liu et al. (2020g) and Li et al. (2021d) focus on cold-start users
in conversational recommendation and extend bandit-based algorithms
to balance the trade-off between exploration and exploitation. Zou et al.
(2022b) propose TSCR, a transformer-based sequential conversational
recommendation method that captures the sequential dependencies
in dialogues to enhance recommendation accuracy. Deng et al. (2023)
propose a novel unified multi-goal conversational recommender system,
named UniMIND, which unifies these goals into a single sequence-
to-sequence (Seq2Seq) paradigm and employs prompt-based learning
strategies to facilitate multi-task learning.
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Topic-guided CRSs interact with users through natural language
conversations with fluent responses and precise recommendations (Li
et al., 2018c; Zhou et al., 2020c; Chen et al., 2019c; Liu et al., 2020g;
Zhou et al., 2020b; Ma et al., 2021; Zhou et al., 2022a). Unlike attribute-
aware CRSs, topic-guided CRSs focus on making recommendations
using free text, which creates considerable flexibility to influence how
a dialogue continues. External knowledge has been applied in topic-
guided CRSs (Ma et al., 2021; Zhou et al., 2020b; Chen et al., 2019c).
Chen et al. (2019c) integrate a recommendation system and a dialogue
system via an end-to-end framework to bridge the gap between the two
systems. Li et al. (2018c) use an auto-encoder for recommendation and
a hierarchical RNN for response generation. Zhou et al. (2020c) propose
a topic-guided CRSs method that incorporates topic threads to enforce
transitions actively toward a final recommendation. More recently, exter-
nal knowledge graphs have been shown to be effective in improving the
performance of topic-guided conversational recommendation systems.
Chen et al. (2019c) apply knowledge graphs to enhance the semantics of
contextual items for recommendation. Zhou et al. (2020b) incorporate
both word-oriented and entity-oriented knowledge graphs. Ma et al.
(2021) perform tree-structured reasoning on a knowledge graph for rec-
ommendation. Zhang et al. (2022) focus on user reformulation behaviors
to improve the robustness of conversational agents. Ren et al. (2022)
explore user preferences in conversational recommendation and propose
a variational reasoning mechanism to jointly track both short-term and
long-term user behaviors. Zhang et al. (2023) present the first attempt
to explicitly address the problem of dynamic reasoning over incomplete
knowledge graphs.

However, no study is capable of fusing recommendation and response
generation in an end-to-end manner, which limits the potential for
mutual reinforcement between these two tasks. Additionally, a lack
of interpretability in current conversational recommendation system
(CRS) models further hinders their ability to fully align with user
needs. Models are typically trained on conversational recommendation
datasets, but the assumption that the standard items and responses in
these benchmark datasets are optimal leads to a tendency for CRSs to
replicate the logic of the recommenders found in the data, rather than
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truly addressing the evolving needs of the users. This misalignment
remains a significant challenge in advancing more user-centric and
adaptable conversational recommendation systems.

Although CRSs have many merits, their evaluation is still a thorny
issue. Recent studies have evaluated CRSs either through offline evalua-
tion or human evaluation (Lamel et al., 2000; Li et al., 2015). Offline
evaluation evaluates a dialogue system based on test sets, whereas hu-
man evaluation reflects the overall performance of the agent through
in-field experiments (Black et al., 2011; Gilotte et al., 2018) or crowd-
sourcing (Zhou et al., 2020c; Li et al., 2018c). However, offline evaluation
is often limited to single turn assessments, while human evaluation is
intrusive, time-intensive, and is not scalable (Zhao et al., 2019b; Siro
et al., 2022). As an alternative, user simulators that mimic user behavior
are able to provide broad insights to generate human-like conversations
for assessing CRSs (Afzali et al., 2023).

6.5.3 Explainable e-commerce recommendation

Although recommendation models can generate relevant items for users
in many e-commerce applications, it is often ambiguous to understand
why an item is recommended to a user. Hence it is necessary to develop
explainable recommendation strategies to generate not only high-quality
recommendations but also intuitive explanations. Recent years have
witnessed a growth in the number of publications on explainable recom-
mendation. Zhang et al. (2014) generated textual sentences as recom-
mendation explanation to help users understand each recommendation
result. Chen et al. (2018c) propose visually explainable recommenda-
tions where particular regions of a recommended image are highlighted
as the visual explanations for users. Sharma and Cosley (2013) and
Quijano-Sanchez et al. (2017) generate a list of social friends who also
like the recommended product as social explanations for target user,
whereas Gao et al. (2019a) generate the recommendation described by
a set of topics.

Several researchers have started to generate explanations for deep
recommendation models. For example, several studies use knowledge
graphs for interpretation. They construct multi-hop paths from users
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to items along the knowledge graph, which indicates a specific explain-
able user-item relation (Hu et al., 2018a; Wang et al., 2019d; Xian
et al., 2019). Besides, Chen et al. (2021c) propose a neural collaborative
reasoning system integrating the power of representation learning and
logical reasoning. However, research on explainable deep recommenda-
tion models is relatively new and deserves to be further explored in
e-commerce.

6.5.4 Biases and debiasing in recommendations

Many recommendation solutions about fitting user behavior may deterio-
rate owing to biases in behavior inherent in e-commerce recommendation
(He et al., 2020; Sun et al., 2019a). In e-commerce scenarios, user behav-
ior is observational rather than experimental, which is often affected by
many factors, e.g., self-selection of the user (selection bias) (Marlin et al.,
2007), systematic exposure mechanisms (exposure bias) (Ovaisi et al.,
2020), public opinions (conformity bias) (Krishnan et al., 2014; Liang et
al., 2016) and the display position (position bias) (Joachims et al., 2007).
These biases make the data deviate from reflecting true preferences
of users in recommender systems. Efforts to debias recommendation
can be divided into three major categories: (i) data imputation, which
assigns pseudo-labels to missing data to reduce variance (Steck, 2013),
(ii) inverse propensity scoring (IPS), which reweighs the collected data
for an expectation-unbiased learning (Sun et al., 2019b; Wang et al.,
2016b), and (iii) generative modeling, which assumes the generation
process of data and reduces biases (Liang et al., 2016). Most approaches
lack the universal capacity to account for mixed or even unknown biases.
To bridge the gap, Chen et al. (2021d) propose a universal debiasing
framework that not only account for multiple biases and their combina-
tions, but also frees human efforts to identify biases. Huang et al. (2022)
introduce DANCER, a debiasing method that accounts for dynamic
selection bias and user preferences, demonstrating its improved rating
prediction performance over static bias methods. Heuss et al. (2023)
explore the use of uncertainty estimates in ranking scores to reduce
societal biases in retrieved documents while minimizing utility loss.
They propose an uncertainty-aware, post hoc bias mitigation method
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that outperforms baselines in terms of utility-fairness trade-offs, control-
lability, and computational costs, without requiring additional training.
Although recent years have seen a surge in research efforts devoted
to recommendation biases, biases are still an important problem in e-
commerce recommender systems. Sophisticated meta models to capture
complex patterns and exploration of dynamic biases in recommendation
should provide helpful insights.

6.5.5 Unifying recommendation and search

Search and recommendation in e-commerce have similar characteristics,
except for the different representation of “contexts” – search aims at
retrieving relevant items for matching a query while recommendation
aims at finding items for matching a user’s preferences. However, re-
searchers usually conduct separate studies on them and use different
techniques and training data for the two tasks. Thus, building a unified
model for search and recommendation has the potential to improve
both tasks as more comprehensive user behavior data can be used. One
practical way to unify the two tasks is as part of the aforementioned
conversational recommendation scenario, and the other is personalized
search, which we detail next.

Early search engines, like Google and AltaVista, retrieved person-
alized results based on keywords. Personalized search has become far
more complex with the goal to “understand exactly what you mean
and give you exactly what you want.” Concretely, a personalized search
engine not only focuses on retrieving items that satisfy the user’s current
information needs, which is usually related to the query topic, but also
considers user personality and aims at retrieving items that meet user
preference. To achieve both goals, it is critical to model interactions
between users, items and queries. Ai et al. (2017) use a hierarchical
embedding model to linearly combine the item-query matching scores
with item-user preference scores; Guo et al. (2019c) explore long and
short term user preference learning model for personalized search; Yao
et al. (2021) integrate user behavior in search and recommendation into
a heterogeneous behavior sequence and use a joint model to handle
both tasks based on this unified sequence; Si et al. (2023) use users’
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search interests for recommendations; they separately learns similar and
dissimilar representations from search and recommendation behaviors
using transformer encoders. Liu et al. (2020c) construct a specific user-
item-query graph and conducts node representation learning on the
graph. Zhao et al. (2022a) propose a method that jointly predict user
clicks for both search and recommendation scenarios by constructing a
unified graph to share user and item representations uniformly. Such
graph embedding techniques open the potential to integrate both node
information and topological structure information, which can capture
high-order user-item-query interactions.

6.5.6 Large language models in recommendation

Large language models (LLMs) have exhibited strong capabilities in un-
derstanding and processing text. Their application to recommendation
systems is actively being explored. The main benefit of using LLMs in
recommendation systems is their ability to produce high-quality repre-
sentations of text features and make use of the wide range of knowledge
they hold (Liu et al., 2023a). LLM-based models can capture context
more accurately, allowing them to better understand user questions,
product descriptions, and other textual information. Studies that apply
LLMs to recommendation systems can be divided into two categories:
discriminative strategies and generative strategies.

For studies into discriminative strategies, to improve the quality
of vector representations for queries and products, and fully use the
external knowledge stored in LLMs, a common approach is to fine-
tune the original models, adapting them to recommendation tasks in
order to obtain high-quality representations. Qiu et al. (2021) propose
a novel U-BERT approach that utilizes a pre-training and fine-tuning
framework to learn user representations. By using content-rich domains,
U-BERT compensates for users’ features in domains where behavior
data is insufficient, improving recommendation performance. Similarly,
Wu et al. (2021a) use unlabeled user behavior data and incorporate two
self-supervised tasks: masked behavior prediction and behavior sequence
matching for user model training.
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Compared to discriminative models, generative models have better
natural language generation capabilities. Therefore, most generative
models typically translate recommendation tasks into natural language
tasks, allowing the model to directly output recommendation results
through fine-tuning or in-context learning. Sun et al. (2023b) introduce
a sliding window prompt strategy for ranking candidates. This strategy
ranks items within a window at each step, sliding the window from
back to front multiple times to generate the final ranking results. This
approach helps improve ranking performance by iteratively refining
the candidate list. Kang et al. (2023) investigate the ability of LLMs
to predict user ratings based on past behavior, comparing them with
traditional collaborative filtering methods.

The application of LLMs to e-commerce recommender systems is
still in its early days. Many challenges remain, in terms of evaluation,
effectiveness, efficiency, and transparency.



7
E-commerce QA and Conversations

Section 3 provides insights on how natural language processing tech-
nologies have been widely applied in e-commerce platform interfaces to
help consumers better communicate with those platforms. This section
zooms in on question answering (QA) services and dialogue systems on e-
commerce platforms. We divide this section into three parts: e-commerce
question answering, e-commerce dialogue systems, and emerging direc-
tions. We first detail characteristics and approaches to e-commerce
question answering (Section 7.1). Then, we demonstrate recent stud-
ies on dialogue systems applicable in e-commerce customer services
(Section 7.2). Lastly, we describe emerging directions in e-commerce
question answering and dialogue systems (Section 7.3).

7.1 Question Answering in E-commerce

In this section, we describe related work on e-commerce question answer-
ing. We divide this section into three parts: we first introduce studies on
question answering in Section 7.1.1, then in Section 7.1.2 we formulate
characteristics of product-aware question answering; finally, we detail
approaches to e-commerce question answering in Section 7.1.3 and 7.1.4.

548
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7.1.1 Introduction to question answering

QA systems (Simmons, 1965) are meant to facilitate users’ access to
information. For many web-based applications QA services provide a
proper answer to a given question from the user (Heilman and Smith,
2010; Li and Roth, 2002). Question answering research has received
much attention in the past decades, including approaches to question
classification, answer selection, answer generation, and answer sum-
marization (Li and Roth, 2002; Heilman and Smith, 2010; Liu et al.,
2016b; Geigle and Zhai, 2016; Song et al., 2017). QA systems have
various classifications. QA systems can be divided into open-domain
and domain-specific QA systems (Chen and Yih, 2020). Open-domain
QA focuses on answering questions relying on knowledge and ontolo-
gies (Ferrucci et al., 2010), whereas domain-specific QA focuses on
providing proper answers in a specific scenario, e.g., customer service,
hotel booking, etc. QA systems can also be divided into retrieval-based
and generation-based QA systems according to how they generate an-
swers (Yang et al., 2015a). The former searches and extracts potential
answers via search engines, whereas the latter applies generation-based
methods to give proper answers to the questions. And finally, according
to the answers, QA systems can be divided into factoid QA and non-
factoid QA (Song et al., 2017). Factoid QA systems return a concise
answer to the given question, whereas non-factoid QA systems provide
more subjective answers to the given questions.

Early work on QA distinguishes between four categories of QA
system: list-structured database systems, graphical database systems,
text-based systems, and logical inference systems (Simmons, 1965). All
these systems have a limited scope with their rule-based strategies.
Search engines remain integral components of QA systems. With the
development of information retrieval, research “re-discovered” QA sys-
tems in the late 1990s (Jurafsky, 2000). TREC has launched dedicated
QA tracks in 1999, with the purpose of advancing research into QA
systems (Srihari and Li, 1999; Voorhees, Tice, et al., 1999). A typical
retrieval-based TREC QA system has three main components: question
processing, passage retrieval, and answer processing (Jurafsky, 2000).
For each step, sub-tasks must be considered, e.g., query formulation
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or answer type detection. Based on this framework, several approaches
have been proposed to address research tasks in each component (Brill
et al., 2001; Li and Roth, 2002). Early studies on QA focus on factoid
QA systems that generate concise answers (Srihari and Li, 1999; Juraf-
sky, 2000; Brill et al., 2001). Retrieval-based methods effectively answer
these concise and simple questions (Jurafsky, 2000; Ahn et al., 2004).
However, complicated questions are found difficult to be addressed by
pure retrieval-based methods (Lin, 2006). Therefore, integrating natural
language understanding and knowledge-based reasoning techniques is
essential for retrieval-based QA strategies in answering complicated
questions.

In TREC-QA 2004, questions are grouped into topics, which moti-
vates research on fact identification from reference knowledge resources,
e.g., Wikipedia (Ahn et al., 2004). Wikipedia can be considered a
generic collection of articles with real-world facts for open-domain QA
systems. With the development of knowledge bases, innovations have
occurred in the context of QA from knowledge bases with the creation
of resources like web questions and short questions (Berant et al., 2013;
Bordes et al., 2015). However, inherent limitations such as incomplete-
ness and fixed schemas have persisted in traditional knowledge-based
QA systems. Thus, in the 2000s QA work increasingly on systems that
are able to generate answers from raw text explored, especially using
Wikipedia (Ahn et al., 2004; Buscaldi and Rosso, 2006; Ferrucci et al.,
2010; Ryu et al., 2014). As far as we know, Ahn et al. (2004) are the
first to combine Wikipedia as a text resource with other resources in
QA. Similarly, Ryu et al. (2014) perform QA using a Wikipedia-based
knowledge model by combining articles with other answer-matching
components. Ferrucci et al. (2010) and Baudiš (2015) integrate web-
based and Wikipedia-based articles as knowledge resources into highly
developed full-pipeline QA platforms.

In more recent years, QA models increasingly apply deep neural
networks to understand questions and generate answers. Yin et al. (2016)
present an end-to-end neural network model, neural generative question
answering (GENQA), that can generate answers to simple factoid
questions. Subsequently, a bi-directional attention flow mechanism has
been proposed to obtain query-aware passage representations (Seo et al.,
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2017). Chen et al. (2017a) develop a system for question answering
from Wikipedia, DrQA, that is composed of a two-stage retrieval-reader
QA framework. DrQA includes a document retriever module based on
bigram hashing and TF-IDF matching. It also contains a document
reader module where a multi-layer recurrent neural network is trained
to detect answer spans in those few returned documents.

Following Chen et al. (2017a), most open-domain QA systems apply
a two-stage retrieval-reader framework in their QA mechanisms (Wang
et al., 2018d; Sun et al., 2018b; Lin et al., 2018; Pang et al., 2019;
Lee et al., 2019; Guu et al., 2020; Karpukhin et al., 2020; Izacard
and Grave, 2021; Mao et al., 2021; Sachan et al., 2021; Singh et al.,
2021; Yu et al., 2022a; Kedia et al., 2022; Ju et al., 2022; Wang et
al., 2023b). These studies employ a determinate retrieval function and
treat each passage independently in the retrieval stage. Wang et al.
(2018d) propose a reinforcement learning-based ranking strategy in
the retrieval stage. Sun et al. (2018b) offer a graph convolution-based
neural network by operating over heterogeneous graphs of knowledge
base facts and text sentences. In contrast with previous kowledge-based
open-domain QA systems, the authors propose heterogeneous update
rules that handle knowledge base nodes differently from the text nodes.
Lin et al. (2018) design a coarse-to-fine denoising model to extract
correct answers from multiple paragraphs in the noisy data. Their
model employs a paragraph selector to filter out those noisy paragraphs
and keep informative paragraphs. Similarly, Pang et al. (2019) describe a
three-level probabilistic formulation model for open-domain QA. Word-
level matching strategies are usually applied in the retrieval stage to
match keywords represented in high-dimensional and sparse vectors.
Dense passage retrieval has successfully been applied to open-domain
QA to improve the matching performance as it is complementary to
sparse representations in the retrieval stage.

Karpukhin et al. (2020) train a dense embedding model using only
pairs of questions and passages. Izacard and Grave (2021) detail an
effective two-step dense passage retrieval method; the authors retrieve
supporting passages using either sparse or dense embeddings and then
employ a sequence-to-sequence model to generate the answer. Zhu et al.
(2021c) use a partially observed Markov decision process (POMDP) to
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re-formulate the QA problem using a reinforcement learning method
to optimize the interactions between different components. Yu et al.
(2022a) use a knowledge graph to establish relational dependencies
among retrieved passages and employ a graph neural network to re-rank
retrieved passages for each query. More recent work has proposed to
improve reader performance and thereby improve QA performance.
Kedia et al. (2022) introduce a method for fusing information across
multiple passages within a transformer encoder using global represen-
tation tokens. Ju et al. (2022) design a knowledge graph enhanced
passage reader that fuses graph and contextual representations into
the hidden states of the reader model. Wang et al. (2023b) enhance
the fusion-in-decoder (FiD) framework by incorporating a process to
distinguish between relevant and spurious passages, thereby improving
the model’s reasoning and performance in open-domain QA.

A model that matches the question with a passage using gated
attention-based recurrent networks has been shown to be effective on
QA benchmark datasets (Wang et al., 2017d). QANet combines local
convolution with global self-attention for reading comprehension, which
improved the reading comprehension performances (Yu et al., 2018a).
More recent studies have shown that pre-trained language models ef-
fectively understand questions and answers in QA systems (Guu et al.,
2020; Mao et al., 2021; Sachan et al., 2021; Singh et al., 2021). Mao et al.
(2021) augment a query in open-domain QA using text generation of a
pre-trained language model. Sachan et al. (2021) propose a QA method
with an unsupervised pre-training of the retriever with a supervised
fine-tune procedure.

Many benchmark QA datasets have been proposed. Several QA
benchmark datasets, such as SQuAD (Rajpurkar et al., 2016), Triv-
iaQA (Joshi et al., 2017), and SearchQA (Dunn et al., 2017), only
evaluate the reasoning ability within a single paragraph, whereas the
other relevant documents or paragraphs are neglected. These datasets
employ knowledge bases for multi-hop reasoning, and are therefore
constrained by the schema of knowledge bases. Yang et al. (2018b)
introduce an open-domain QA benchmark dataset, HotpotQA, which
requires reasoning over multiple documents without constraining itself
to a knowledge base. To understand how the questions and answers are
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distributed in open-domain QA, Lewis et al. (2021) perform a large-
scale analysis on open-domain QA benchmark datasets, and provide
annotated subsets of test sets indicating whether test-time questions
are duplicates of training time questions.

7.1.2 Characteristics of e-commerce question answering

E-commerce QA services focus on answering product-aware questions
asked by e-commerce users. Early studies on e-commerce QA focus on
providing answers automatically from reviews by heuristic methods (Li
et al., 2009; Moghaddam and Ester, 2011; Yu et al., 2012). With the de-
velopment of both QA techniques and e-commerce services, e-commerce
QA has received increasing attention in recent years (McAuley and
Yang, 2016; Yu et al., 2018b; Yu and Lam, 2018; Fan et al., 2019b;
Zhang et al., 2020c; Gao et al., 2019b; Gao et al., 2021b; Feng et al.,
2021; Deng et al., 2022).

Distinct characteristics of e-commerce QA, as opposed to open-
domain QA, are: (i) Domain-specific aspects are the first e-commerce QA
characteristic. E-commerce QA systems rely on exploiting domain-spe-
cific information from product descriptions. Different products make
different product-related aspects relevant or popular (McAuley and
Yang, 2016). These product-aware aspects can help distinguish products
and answer questions. (ii) There is a large number of consumer reviews,
which can be used as a data source to help people form opinions and
decisions (Liu et al., 2016b; McAuley and Yang, 2016). With the growth
of those opinionated reviews, e-commerce users rely on advice from
reviews before making purchase decisions. Reviews have been used as
supporting data and candidate answers to supervise QA prediction
models (Yu and Lam, 2018). (iii) There is a variety of answer sources.
Most e-commerce QA services focus on extracting answers from re-
views (McAuley and Yang, 2016), and many e-commerce sites provide
question answer pairs as knowledge bases for QA.

Text generation approaches have been studied to generate answers
to given questions and reviews. Question reranking and answer rerank-
ing also have been studied (Yu et al., 2018b; Zhang et al., 2020c).
E-commerce QA research can be divided into two directions: extrac-
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tive product-aware QA and generative product-aware QA. The former
focuses on extracting sentences or passages from reviews to answer
questions, whereas the latter applies textual generation approaches
to generate answers. We detail each type of e-commerce QA study in
Section 7.1.3 and 7.1.4, respectively.

7.1.3 Extractive product-aware QA

Most e-commerce QA systems extract relevant sentences or fragments
from the input text to answer the question given by the consumer.
Early studies automatically extracted answers from reviews by heuristic
unsupervised methods (Li et al., 2009; Moghaddam and Ester, 2011).
Follow-up work mainly focuses on the matching between questions and
reviews or candidate answers (McAuley and Yang, 2016; Yu and Lam,
2018). Yu et al. (2012) proposed a framework for opinionated QA, which
organizes reviews into a hierarchical structure and retrieves review sen-
tences as the answer. The authors then use such a hierarchical structure
to help retrieve questions and relevant review fragments. A joint opti-
mization approach is proposed by simultaneously considering review
salience, coherence, and diversity to rank fragments. Liu et al. (2016b)
find a concise set of questions addressed by a given review and cover
its main points to help the user quickly comprehend the reviews. The
authors propose a two-stage framework, where a probabilistic retrieval
model is used to retrieve candidate questions and a matching procedure
between answers and questions is used to bridge the vocabulary gap
between reviews and questions.

Some products, such as clothes and paintings, may not have proper
names. Different strategies have been considered to replace the external
knowledge of e-commerce to address this problem. McAuley and Yang
(2016) propose an answer prediction model by incorporating an aspect
analytic model to learn latent aspect-specific review representation for
predicting the answer. Wan and McAuley (2016) address ambiguity,
subjectivity, and diversity problems in consumer reviews. By using
multiple answers in a supervised framework, the authors provide more
accurate answers to objective and subjective questions. The authors also
release a large-scale e-commerce QA dataset consisting of 135 thousand
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products from Amazon, 808 thousand questions, 3 million answers, and
11 million reviews. Carmel et al. (2018) focus on subjective questions
from Amazon customers, which can relate to various intent types such
as product usage, recommendations, and opinions. The authors apply
automatic QA methods, enhanced with community QA approaches to
retrieve the most relevant answer found in reviews and QAs to address
this problem. Yu and Lam (2018) propose an answer prediction model
by incorporating an aspect analytic model to learn latent aspect-specific
review representation for predicting the answer.

The authors establish the advantage of generating aspect-specific
representations for new questions, which they use to develop a predictive
answer model to capture intricate relationships among question texts
and review texts. The proposed model uses reviews as a knowledge source
to predict the answer by classifying answers into two types, binary (i.e.
“yes” or “no”) and open-ended responses. As the amount of labeled data
is limited in customer reviews, Das et al. (2019) propose an adversarial
review-based approach to answer subjective and specific product-aware
questions in a weakly supervised setting. Reading comprehension has
been found to be useful to help extract relevant answers from e-commerce
reviews (Fan et al., 2019b; Xu et al., 2019; Zhang et al., 2020e; Chen et
al., 2019a). Using the raw text of product-aware questions and customer
reviews, Fan et al. (2019b) introduce an end-to-end neural network model
to synthesize multiple review representations. Chen et al. (2019a) design
a multi-task attentive model, namely QAR-Net, to identify plausible
answers from product reviews for user questions. QAR-Net can use
generated question answer pairs to help question-review matching.

Pre-trained language models help understand the content of ques-
tions and reviews. Xu et al. (2019) apply a BERT-based fine-tuning
approach to extract answers from reviews. Mittal et al. (2021) use a
pre-trained language model to learn a relevance function by jointly
learning unified syntactic and semantic representations of questions and
reviews. A QA dataset for review comprehension with subjectivity labels
for questions and answers has also been exploited (Bjerva et al., 2020).
Besides user reviews, another type of information, namely product de-
tails provided by the manufacturer, has been considered an auxiliary
information source for addressing product-related questions (Zhang
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How to exchange coins for coupon?

Query Question Answer

Question Processing
1. Coreference Resolution

2. Tokenization

After you get coins, you can exchange 
for coupons on our app. 

Answer Processing
Return the answer of the

top one question

Index and Recall
Lucene Indexing to

recall top K questions.

Question Rerank
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Knowledge Base
(Question-Answer Pairs)

ID Candidate QA Pairs

C1 Q: How do I redeem coupons after I get coins? 
A: After you get coins, you can exchange for coupons on our app.

C2 Q: How to exchange the coins? 
A: You can exchange coins in many different ways: 

1. Go to Store Promotion, and exchange for products. 
2. Exchange for coupons on our app.

… …

Figure 7.1: An overview of the retrieval-based QA system in Alibaba. Image source:
Yu et al. (2018b).

et al., 2020e). In order to alleviate the unavailability of labeled data,
Jain et al. (2023) introduce a distant supervision based model to prepare
training data without manual effort.

Review-based QA approaches extract answers from customer re-
views, which can partially address users’ questions. However, there are
many products with few or no reviews available. By collecting ques-
tion answer pairs from real users, many e-commerce platforms develop
retrieval-based QA systems for automatically answering frequently asked
questions (FAQs) in the e-commerce industry (Yu et al., 2018b; Song
et al., 2020b; Song, 2021; Zhang et al., 2020c). In Figure 7.1, we see the
retrieval-based QA framework applied by Alibaba (Yu et al., 2018b).
Given a collection of question answer pairs (i.e., the knowledge base
in Figure 7.1), a key component is the question rerank module, which
reranks candidate questions in a question answering knowledge base
to find the best match given a question from a user. Based on such a
framework, Yu et al. (2018b) formulate e-commerce QA as a paraphrase
identification problem, where the target is to identify semantic relations
of the given sentence pairs. The authors describe a transfer learning QA
strategy to adapt the shared knowledge learned from a resource-rich
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source domain to a resource-poor target domain. Amazon has presented
a large review-based QA dataset, namely AmazonQA, based on their
real-world community QA platform (Gupta et al., 2019). AmaonQA
uses consumer reviews as the data resource and extracts snippets to
answer questions. Song et al. (2020b) improve the matching perfor-
mance in retrieval-based e-commerce QA by introducing a multi-layer
triple convolutional neural network model. Also, a sub-graph search-
ing mechanism is shown to improve the efficiency of retrieval-based
e-commerce QA (Song, 2021). Zhang et al. (2020c) focus on answer
selection in retrieval-based e-commerce QA. Using graph neural net-
works, the authors jointly model multiple semantic relations, including
semantic relevance between the question and answers, textual similarity
among answers, and textual entailment between answers and reviews.
Rozen et al. (2021) detail an answer prediction approach that uses sim-
ilar questions about other products. The authors calculate contextual
product similarity to determine whether two products are similar in
the context of a specific question. Two large-scale datasets, including
a question-to-question similarity dataset from Amazon and a corpus
of question answer pairs from Amazon, have been released with the
publication.

7.1.4 Generative product-aware QA

Many e-commerce portals have provided question answering services
that assist users in posing product-aware questions to other consumers
who have purchased the same product before. Users must read the prod-
uct’s reviews to find the answer themselves. Given product attributes
and reviews, following a cascading procedure, an answer is manually
generated: (i) a user skims reviews and finds relevant sentences; (ii) they
extract functional semantic units; and (iii) and the user jointly com-
bines these semantic units with attributes and writes an appropriate
answer. With a rapidly increasing number of reviews this process needs
support (Gao et al., 2019b). Several strategies have been proposed to
automatically generate answers using the product’s reviews to alleviate
the burdens of customers (Gao et al., 2019b; Chen et al., 2019e; Deng
et al., 2020; Lu et al., 2020; Feng et al., 2021; Deng et al., 2022). The
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task on which these approaches focus is generative product-aware QA
given reviews and product attributes.

In first attempts, Gao et al. (2019b) and Chen et al. (2019e) propose
the task of product-aware answer generation, where a product-related
question answering model is applied to incorporate customer reviews
with product attributes. The authors formulate the research prob-
lem in generative e-commerce QA: for a product, there is a question
Xq = {xq

1, xq
2, . . . , xq

Tq
}, Tr reviews Xr = {xr

1, xr
2, . . . , xr

Tr
} and Ta key-

value pairs of attributes A = {(ak
1, av

1), (ak
2, av

2), . . . , (ak
Ta

, av
Ta

)}, where
ak

i is the name of i-th attribute and av
i is the attribute content. Each

attribute, including key ak
i and value av

i , is represented as a single
word in the generation task. Given a question Xq, an answer genera-
tor reads the reviews Xr and attributes A, then generates an answer
Ŷ = {ŷ1, ŷ2, . . . , ŷTy }. The goal is to generate an answer Ŷ that is gram-
matically correct and consistent with product attributes and opinions
in the reviews.

Figure 7.2 provides an overview of the product-aware answer gen-
erator, the PAAG model, proposed by Gao et al. (2019b). PAAG has
four parts: (i) a review reader reads the review to extract relevant
semantic parts; (ii) an attribute encoder encodes the attribute key-value
pairs using a key-value memory network; (iii) a facts decoder generates
the final answer according to the facts learned by the two modules
introduced before; and (iv) a consistency discriminator distinguishes
whether the generated answer matches the extracted facts, and we also
use the result of the discriminator as another training signal. A genera-
tive e-commerce QA dataset extracted from JD.com is released with the
publication. Similarly, Chen et al. (2019e) formulate a noise-tolerant
solution based on convolutional neural networks to generate natural
answers. Deng et al. (2020) exploited opinion information reflected
in the reviews. The authors generated opinion-aware natural answers
using multi-task learning to integrate opinion detection and answer
generation simultaneously.

It is necessary to consider the text information from different reviews
and attributes to answer specific questions in the wild. In Figure 7.3,
Feng et al. (2021) provide examples to demonstrate the multi-type text
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Figure 7.2: Overview of the product-aware answer generator model. Image source:
Gao et al. (2019b).

Q1:	Dose	The	design	of	this	tops	
looks	baggy?	
	
Q2:	What	are	 the	garment	care	
instruc;ons	for	this	top?	

A1:	The	design	of	this	tops	looks	baggy.	
A2:	Hand	wash	in	cold	water,	or	dry	clean.	

Women's	 Knit	 Tunic	
Tops	 Loose	 Long	
Sleeve	 Bu6on	 Up	 V	
Neck	Shirts�

Ques>ons	

Reviews	

Answers	

Transfer	
Rela8on�

Supplement	
Rela8on�

R1:	The	clothes	is	so	beau;ful,	it	
designs	with	 bat	 sleeve,	 buAon	
down	style,	and	v-nect.		
	
R2:	Bat	sleeve	looks	baggy.	So	I	
send	it	back	to	get	a	small	one.	
	
R3:	I	hand	wash	it	in	cold	water	
and	the	shape	hold	up	well.	But	
when	 I	 use	 hot	 water,	 it	
becomes	shrink	and	fade.	

Product	A6ributes	
	

*Size:	Fits	true	to	size.	
*Type:	Tops/Tunics	
*Style:	 Make	 you	 beau;ful,	
fashionable,	sexy	and	elegant.	
*Occasion:	 Summer	 beach/
casual/party/evening/wedding/
holiday.		
*Garment	Care:	Hand	wash,	dry	
clean	
*Collar:	V-Neck.	

Figure 7.3: Examples of the multi-type text relation for product-aware question
answering. Image source: Feng et al. (2021).
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relation for product-aware question answering. As an example, Q1 asks
“Does the design of this top look baggy?” R1 and R2 do not answer this
question directly. But they provide a common entity “bat-like sleeve.”
If we transfer the information provided by R1 and R2 to answer Q1
indirectly, it is easy to generate the answer that “The design of this
tops looks baggy.” By integrating, understanding, and reasoning over
the information of reviews and product attributes we may generate
more accurate and pleasing answers to complex questions. A major
limitation of most generative QA approaches is that they analyze each
review and the corresponding attribute of the product individually, i.e.,
they neglect the relationship between different reviews/attributes of the
product. Feng et al. (2021) propose a review-attribute heterogeneous
graph neural network, RAHGNN, for product-aware answer generation
to sufficiently understand and reason about the related information and
its inner logic in multiple types of text. Most generative product-aware
QA methods neglect personalization as it is insufficient to provide the
same “completely summarized” answer to all customers. As an exception,
Deng et al. (2022) describe a personalized answer generation method,
PAGE, to model multi-perspective user preferences in personalized
product question answering.

7.2 Dialogue Systems in E-commerce

Dialogue systems have increasingly attracted attention in e-commerce.
This section introduces studies on dialogue systems that can be applied
to e-commerce platforms. Following previous work investigating this
problem (Chen et al., 2017b; Chen et al., 2018b), we divide this section
into three parts. We introduce recent studies on dialogue systems in
Section 7.2.1, then detail task-oriented dialogue systems in e-commerce
in Section 7.2.2, and discuss knowledge-grounded conversational agents
in Section 7.2.3.

7.2.1 Introduction to dialogue systems

Dialogue systems are being considered in numerous applications, from
e-commerce technical support to personal assistant tools (Song et al.,
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2017; Chen et al., 2017b; Chen et al., 2018b; Sun et al., 2016; Zhang
et al., 2018c; Lei et al., 2018; Liu et al., 2018b; Meng et al., 2020b; Sun
et al., 2021a; Shen et al., 2021; Zhao et al., 2021a; Liu et al., 2021a;
Ren et al., 2022; Li et al., 2022c; Yu et al., 2022c). The goal of creating
an automatic human-computer conversational system as an assistant
or chat companion is no longer an illusion now that two important
factors have been seen progress. First, many conversation logs are now
accessible, making it possible for machines to learn how to respond
to input utterances. Second, deep generative neural network models,
such as sequence-to-sequence and generative adversarial networks, are
now able to capture complex patterns in large volumes of data (Chen
et al., 2017b). Based on these two factors, studies on dialogue systems
focuses on methods to provide a natural and coherent response given an
utterance from a user (Young et al., 2013; Ritter et al., 2011; Banchs
and Li, 2013; Ameixa et al., 2014).

Dialogue systems can be divided into chitchat systems, task-oriented
dialogue systems, and knowledge-grounded conversations (Chen et al.,
2017b). Chitchat agents are applied widely in open-domain dialogue
systems, where dialogue systems interact with humans to provide rea-
sonable and natural responses for open-domain dialogues (Chen et al.,
2018b; Yan et al., 2017). Chitchat messages usually represent user ex-
periences and preferences, playing an essential role in many real-world
applications. Yan et al. (2017) reveal that most utterances in the online
shopping scenario are chitchat messages.

Task-oriented dialogue systems aim to complete a specific task,
e.g., restaurant reservation, along with a response generation process.
Figure 7.4 shows the four individual modules on which traditional task-
oriented dialogue systems are based: natural language understanding,
dialogue state tracking, policy learning, and natural language genera-
tion (Wen et al., 2017a; Mrkšić et al., 2015). Given an utterance from
a user, the system generates a proper response to address the user’s
intention. In recent years, end-to-end task-oriented dialogue genera-
tion methods have been proposed to address the overall purpose more
efficiently (Wen et al., 2017b; Lei et al., 2018; Wu et al., 2019a).

Knowledge-grounded conversations focus on generating a response
with the correct knowledge to address the user’s utterance (Meng et
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Figure 7.4: Traditional pipeline for task-oriented dialogue systems. Image
source: (Chen et al., 2017b).

al., 2020b). Work on knowledge-grounded conversations can be cat-
egorized into two groups. Methods in the first group use structured
knowledge (given knowledge graphs) (Zhou et al., 2018c; Liu et al.,
2018b; Tuan et al., 2019; Wu et al., 2019b; Moon et al., 2019; Wu et al.,
2020c; Zhou et al., 2020a; Wang et al., 2020a; Wu et al., 2020b; Xu et al.,
2020b; Xu et al., 2020a; Jung et al., 2020; Xu et al., 2021b). Those in
the second group use unstructured knowledge, such as document-based
unstructured knowledge (given a whole document, e.g., a Wikipedia arti-
cle) (Meng et al., 2020a; Ma et al., 2020a; Ma et al., 2020b; Tian et al.,
2020; Ren et al., 2020; Gopalakrishnan et al., 2020; Li et al., 2019d;
Qin et al., 2019; Moghe et al., 2018; Zhou et al., 2018d) or piece-based
unstructured knowledge (given some separate pieces of knowledge, e.g.,
Foursquare tips) (Ghazvininejad et al., 2018; Dinan et al., 2019; Meng
et al., 2020b; Kim et al., 2020a; Lian et al., 2019; Zheng and Zhou, 2019;
Zheng et al., 2020a; Chen et al., 2020e; Zheng et al., 2020b; Zhao et al.,
2020b; Yu et al., 2022c).

With respect to generating responses, dialogue systems can be
divided into retrieval-based and generation-based dialogue systems.
The former retrieves several response candidates from a prebuilt in-
dex and then selects an appropriate one as a response. In contrast,
the latter directly synthesizes a reply via natural language generation
techniques (Serban et al., 2017a; Tao et al., 2021b).

Retrieval-based dialogue systems retrieve several response candi-
dates from a prebuilt index and then select an appropriate one as a
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response. Social networks have accumulated a significant amount of
conversational data among humans on the web, motivating researchers
to investigate data-driven approaches to re-use human conversations and
select a response for new input from candidates (Tao et al., 2021b; Xu
et al., 2021c). Retrieval-based dialogue generation methods outperform
their generation-based counterparts in response fluency and informa-
tiveness. They power a series of real-world applications, e.g., XiaoIce
from Microsoft (Zhou et al., 2020d). Learning to rank and matching
approaches have been widely applied in the retrieval process (Yan et al.,
2016; Wu et al., 2017b; Zhou et al., 2018f; Yang et al., 2018a; Yuan
et al., 2019; Su et al., 2020a; Tao et al., 2021b; Lin et al., 2021b).
A core task in retrieval-based dialogue systems is response selection.
Studies into retrieval-based response selection can be divided into three
types: representation-based, interaction-based, and pre-trained language
model-based methods. Representation-based methods are composed of
a representation-matching paradigm and consist of a representation
layer and a matching layer (Yan et al., 2016; Wu et al., 2018b; Wang
et al., 2017c; Zhou et al., 2018d; Zhou et al., 2018f; Yan et al., 2018; Xu
et al., 2021e). Interaction-based methods use context-response interac-
tions to match potential responses (Tao et al., 2021b). These methods
follow a representation-matching-aggregation paradigm, formulating
an interaction function to calculate the interaction between the two
representation matrices of input utterances. The interaction function
has two main types of definition: similarity-based and attention-based
methods (Tao et al., 2021b). Similarity-based methods calculate the
similarity of each word pair between the context message and the re-
sponse candidate (Wu et al., 2017b; Zhang et al., 2018d; Zhou et al.,
2018f). Attention-based methods, however, use an attention mechanism
to match the context message and the candidate’s response (Chen and
Wang, 2019; Humeau et al., 2019; Yuan et al., 2019). In recent years,
pre-trained language models have been applied in retrieval-based dia-
logue systems due to their strong ability for language representation and
understanding. These approaches employ an attention-based strategy
to unify the representation, interaction, and aggregation operations
by feeding the concatenation of context utterances and the candidate
responses into a pre-trained multi-layer self-attention network (Whang
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et al., 2020; Gu et al., 2020a; Xu et al., 2021d; Han et al., 2021; Tao
et al., 2021a; Feng et al., 2022a; Li et al., 2022a).

Generation-based dialogue systems generate natural-sounding replies
automatically to exchange information (e.g., knowledge, sentiments, etc.)
and complete a variety of specific tasks in a conversational interaction
process (Young et al., 2013; Shawar and Atwell, 2007). End-to-end
textual generation models (Shang et al., 2015; Vinyals and Le, 2015;
Sordoni et al., 2015; Li et al., 2016a; Li et al., 2016b; Serban et al.,
2016) have proved capable in multiple dialogue systems applications
with promising performance. Most end-to-end neural generation mod-
els apply an encoder-decoder architecture based on a recurrent neural
network, which directly maps an input context to the output response.
Several approaches have been proposed to softly model language pat-
terns, such as word alignment and repeating into sequence-to-sequence
structure (Bahdanau et al., 2015; Gu et al., 2016; Serban et al., 2017b;
Cao and Clark, 2017). Gu et al. (2016) propose a copy mechanism
to consider additional copying probabilities for contextual words in
forum conversations. Serban et al. (2017b) decode coarse tokens before
generating the complete response. Variational neural networks perform
efficient inference and learning in models with directed probabilities
on a large-scale dataset (Kingma and Welling, 2014; Kingma and Ba,
2015).

Cao and Clark (2017) tackle the boring output issue of deterministic
dialogue models by introducing a latent variable model for a one-shot
dialogue response. Serban et al. (2017a) propose HVRED to use the
latent variable at the sub-sequence level in a hierarchical setting, whereas
Chen et al. (2018b) add a hierarchical structure and a variational
memory module into a neural encoder-decoder network. In e-commerce
platforms, after-sale customer service is the main application scenario for
dialogue systems. E-commerce dialogues need to address three targets:
(i) task completion, such as changing the order address, providing
the receipt, and returning the order; (ii) knowledge-based response
selection and generation, such as checking the status of the delivery,
answering the request about the refund period; and (iii) empathetic
response generation, such as satisfying the consumers’ request and
replying to consumers’ complaints. The JDDC datasets have been
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𝑞1 可以帮我改下订单的地址吗？(Could you help me change the address of the order?)

𝑟1 同一市内可以联系配送员直接修改的哦。(You can contact the delivery staff directly if the two addresses are in the same city.)

𝑞2 不在同一个城市，现在地址是上海，但是我明天要回安徽。(Not the same city. The current address is Shanghai, but I am going to Anhui 
tomorrow.

𝑟2 抱歉，地址在不同城市不能操作的，只能建议您重新下单哦。(Sorry, you cannot change the address to a different city. In this case, we suggest 
you place a new order.)

𝑞3 那我取消订单的话退款多久到账呢？(How long does it take for the refund to arrive if I cancel the order?)

𝑟3 微信零钱1个工作日内到账，储蓄卡1-7个工作日内到账，信用卡1-15个工作日内到账的哦！(For Wechat change, it arrives in 1 working day. For 
debit card, it arrives in 1-7 working days. And for credit card, it arrives in 1-15working days.)

𝑞4 为什么不能改地址，你们这也太不方便了。(Why can't I change my address? That is too inconvenient.)

𝑟4 非常抱歉，我们物流还有待完善呢。(I'm sorry. Our logistics system needs to be improved.)

𝑞5 这也太麻烦了，我还急着用呢。(That is too troublesome, I'm in a hurry.)

𝑟5 非常抱歉！如果是我的话我也会很着急的，我们会改进的！(I'm so sorry!  If I were you, I would feel the same. We will do our best to improve it!)

𝑞6 行吧。(Fine.)

𝑟6 谢谢您的理解！还有什么能帮到您的吗？(Thanks for your understanding! What else can I do for you?)

Figure 7.5: An example e-commerce dialogue in the JDDC 1.0 dataset. Image
source: Chen et al. (2020c).

collected from JD.com, one of the largest e-commerce platforms in China.
Figure 7.5 shows a typical example dialogue from JDDC 1.0 dataset. The
blue text shows the target completion task, the red text indicates the
knowledge-based response generation task, and the purple text shows
the empathetic response generation task. Another characteristic of e-
commerce dialogue systems is the phenomenon of multiple modalities.
Text and images are often used in customer service dialogues (Zhao
et al., 2021a; Yuan et al., 2022b).

Figure 7.6 shows another example from the JDDC 2.0 dataset
to demonstrate the multi-modality characteristic of e-commerce. In
this figure, three dialogue segments show images that are used to
distinguish different product models for the same brand or used for
identifying the location and cause of product failures. According to
the above three targets in e-commerce dialogues, we detail e-commerce
dialogue systems from three angles: task-oriented dialogue systems,
knowledge-grounded dialogue systems, and empathetic dialogue systems
in Sections 7.2.2, 7.2.3, and 7.2.4, respectively.

7.2.2 Task-oriented dialogue systems

Methods underlying task-oriented dialogue systems can be divided into
pipeline methods and end-to-end methods. As shown in Figure 7.4,
the pipeline of task-oriented dialogue systems can be divided into
natural language understanding (NLU), dialogue state tracking (DST),
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Figure 7.6: Three segments of dialogue sampled from our JDDC 2.0 corpus. Image
source: Zhao et al. (2021a).

and dialogue policy learning (DPL), and natural language generation
(NLG) (Chen et al., 2017b). For each stage, a number of pipeline-based
approaches have been proposed, even though a lot of domain-specific
handcrafting in traditional task-oriented dialogue systems is required,
which, moreover, is difficult to adapt to new domains (Bordes and
Weston, 2017). Recently, end-to-end neural network solutions have been
widely applied to the task (Bordes and Weston, 2017; Zhao and Eskenazi,
2016; Wen et al., 2017b; Jin et al., 2018; Gao et al., 2018; Madotto
et al., 2018).

In NLU, the dialogue system maps the input utterance into seman-
tic slots. These semantic slots are pre-defined in different application
scenarios. NLU includes two challenging problems: intent detection and
slot filling. Intent detection methods for language understanding are
performed to detect the user’s intent (Deng et al., 2012; Tur et al.,
2012). Deep neural networks have also been applied to detect the user’s
intent. Huang et al. (2013) use convolutional neural networks (CNN)
to detect the user’s intent; see also Shen et al. (2014). Slot filling is
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usually set as a sequence labeling problem, where words are assigned
with semantic labels (Chen et al., 2017b). Deep belief networks have
been successfully applied to address the filling problem (Deng et al.,
2012; Deoras and Sarikaya, 2013). Subsequently, recurrent neural net-
works have been shown to be effective in slot filling (Mesnil et al., 2013;
Sarikaya et al., 2011; Yao et al., 2013; Yao et al., 2014). Unlike other
NLU approaches, Liang et al. (2020) jointly formulate intent detec-
tion and slot filling as a sequence generation problem. Rastogi et al.
(2020) provide a schema-guided paradigm for NLU. Recently, pre-trained
language models have been applied to enhance NLU in task-oriented
dialogue systems. Wu et al. (2020a) propose a self-supervised language
model trained on multiple task-oriented dialogue system benchmarks.
Zhang et al. (2021a) design a pre-trained model for few-shot NLU
by fine-tuning BERT on a small set of labeled utterances. He et al.
(2022a) explore tree-induced semi-supervised contrastive pre-training for
NLU in task-oriented dialogue systems. The authors improve the NLU
performance by injecting structural-semantic information to enhance
the representation of dialogues. To explore more knowledge from long
sequences in dialogue context, Zhong et al. (2022) formulate a window-
based pre-trained model for NLU based on the sequence-to-sequence
model architecture.

In a conversation, a dialogue state refers to a full and temporal
representation of each participant’s intention (Goddeau et al., 1996). In
task-oriented dialogue generation, dynamically tracking dialogue states
is the key to generating coherent and context-sensitive responses. In
DST, we use a dialogue state Ht to denote the representation of the
dialogue till time t. Traditional approaches to DST focus on searching
hand-crafted rules to select the most likely results (Wang and Lemon,
2013; Young et al., 2010; Williams, 2012), where the dialogue state
tracking is transferred to a slot filling problem. This type of slot fill-
ing problem has also been addressed by approaches using conditional
random fields (Lee, 2013; Lee and Eskenazi, 2013; Ren et al., 2013)
and maximum entropy (Williams, 2013). However, relying on the most
likely results from an NLU module (Perez and Liu, 2017), these rule-
based systems hardly model uncertainty, which is prone to frequent
errors (Williams, 2014; Perez and Liu, 2017).
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Unlike rule-based state tracking methods, Young et al. (2010) pro-
pose a distributional dialogue state for statistical dialog systems and
maintain a distribution over multiple hypotheses facing noisy conditions
and ambiguity. Neural networks have been successfully applied to dia-
logue state tracking (Henderson et al., 2013; Mrkšić et al., 2015; Mrkšić
et al., 2017). In task-oriented dialogue systems, end-to-end neural net-
works are employed for tracking dialogue states via interacting with an
external knowledge base (Wen et al., 2017b; Eric et al., 2017; Bordes
and Weston, 2017; Williams et al., 2017). Wen et al. (2017b) divide
the training procedure into two phases: dialogue state tracker training
and complete model training. Mrkšić et al. (2017) propose a dialogue
state tracker based on word embedding similarities. Eric et al. (2017)
implicitly model a dialogue state through an attention-based retrieval
mechanism to reason over a key-value representation of the underlying
knowledge base. Bordes and Weston (2017) track the dialogue context
in a memory module and repeatedly search this context to select an
adequate system response. Instead of employing symbolic knowledge
queries, Dhingra et al. (2017) propose an induced “soft” posterior distri-
bution over the knowledge base to search for matching entities. Williams
et al. (2017) combine an RNN with domain-specific knowledge encoded
as software and system action templates. The copying mechanism is
shown to be effective as generative dialogue state tracking. Lei et al.
(2018) propose an extendable framework to track dialogue states with a
text span, including the constraints for a knowledge base query. The
limited amount of labeled data is a severe challenge for DST. Jin et al.
(2018) introduce a semi-supervised way to integrate a copy procedure
with the dialogue state tracking.

While early studies on DST methods focused on a single-domain sce-
nario, more recent studies have turned their attention to multi-domain
DST with the release of a multi-domain DST benchmark dataset, Multi-
WoZ (Budzianowski et al., 2018). Ramadan et al. (2018) jointly identify
the domain and tracks the belief states corresponding to that domain
to address the multi-domain DST problem. Zhou and Small (2019)
formulate multi-domain DST as a question-answering task and used
reading comprehension techniques to generate the answers. Similarly,
Gao et al. (2019c) also formulate DST as a reading comprehension task
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and propose an attention-based neural network to find the state answer
as a span over tokens. The DSTC challenges have provided a series of
popular experimentation frameworks and dialogue datasets collected
through human-machine interactions for benchmarking (Henderson et
al., 2014a; Henderson et al., 2014b; Williams et al., 2014; Williams et al.,
2016).

In real-world scenarios, it is often not practical to enumerate all
possible slot value pairs and perform scoring from a large, dynamically
changing knowledge base (Xu and Hu, 2018). Wu et al. (2019a) propose
a method to generate dialogue states from utterances using a copy
mechanism, where tracking knowledge across domains is shared. To
alleviate data sparsity in DST, Yin et al. (2020) propose a reinforced
data augmentation framework to increase both the amount and diversity
of the training data. Chen et al. (2020b) incorporate slot relations and
model slot interactions in multi-domain dialogue state tracking to
enhance the slot interrelation between disciplines. Feng et al. (2022b)
extend this method by dynamically updating slot relations in the schema
graph. Heck et al. (2020) maintain two memories in DST: one for system
inform slots and one for the previously seen slots. Li et al. (2021e)
combine a generation and extraction method with hierarchical ontology
integration for DST. To tackle the understanding of ellipsis and reference
expressions in open vocabulary-based methods, Ouyang et al. (2020)
propose a copy-augmented encoder-decoder model by connecting the
target slot and its source slot explicitly. Liao et al. (2021) formulate
multi-domain DST as a recursive inference mechanism to improve the
generation performance. Most DST models are trained offline, which
requires a fixed dataset prepared in advance. Given a new domain in
multi-domain DST, Campagna et al. (2020) propose a zero-shot transfer
learning method to handle new domains without incurring the high cost
of data acquisition. More recently, the granularity of dialogue history has
been proposed to mitigate the sparseness in DST (Yang et al., 2021b).
Guo et al. (2022a) propose a multi-perspective dialogue collaborative
selector module to dynamically select the granularity of dialogue history
in DST.

Pre-trained language models have been shown to be effective in
dialogue state tracking. Lin et al. (2021d) apply a pre-trained model for
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DST to exploit external knowledge from reading comprehension data.
Similarly, Zhong et al. (2022) verify that document summarization can
provide helpful signals to improve DST. Liu et al. (2021d) introduce
domain-lifelong learning into DST. The authors propose a knowledge
preservation network that includes a multi-prototype enhanced retro-
spection component and a multi-strategy knowledge distillation com-
ponent. Lin et al. (2021e) successfully apply T5 to improve zero-shot
cross-domain DST. Lee et al. (2021) introduce a solution for multi-
domain DST by prompting knowledge from a large-scale pre-trained
language model. Lin et al. (2021c) detail a hybrid method to integrate
GPT-2 with graph attention networks to enhance the DST performance.
To mitigate the problem of incorrect in DST, Wang et al. (2022a) design
a BERT-based method by explicitly aligning each slot with its most
relevant utterance.

Scalability, robustness, and efficiency in DST have also been ad-
dressed recently. Lei et al. (2018) formulate a two-stage copy-aware
network demonstrating good scalability. Ren et al. (2019b) consider
the DST task as a sequence generation problem and design a scalable
hierarchical encoder-decoder neural network with constant inference
time complexity. Kumar et al. (2020) extend this to improve the encod-
ing of dialogue context and slot semantics for DST to robustly capture
critical dependencies between slots and the conversation history. Kim
et al. (2020b) focus on an open vocabulary-based setting and consider
the dialogue state as a memory that can be selectively overwritten to
improve the efficiency in multi-domain DST. Zhu et al. (2020b) intro-
duce an efficient multi-domain dialogue state tracker by jointly encoding
the previous dialogue state, the current turn dialogue, and the schema
graph by internal and external attention mechanisms.

The policy learning module in task-oriented dialogue systems is
meant to generate the following available system action given the state
generation result (Cuayáhuitl et al., 2015). Traditional rule-based meth-
ods are first applied in the policy learning procedure (Cuayáhuitl et al.,
2015). Supervised and reinforcement learning have also proven to be
effective in policy learning (Su et al., 2016; Yan et al., 2017). Su et al.
(2016) propose a two-stage framework for policy learning, i.e., a su-
pervised learning stage and a reinforcement learning stage. Chen et al.
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(2019b) propose a structured deep reinforcement learning approach for
policy learning based on graph neural networks. The dialogue policy can
be further trained in an end-to-end way with reinforcement learning to
lead the system in making policies toward the final performance (Yan
et al., 2017; Chen et al., 2019b). In an e-commerce scenario, the policy
learning component needs to trigger the “recommendation” or a con-
crete service provided by the customer service (Sun et al., 2016; Sun and
Zhang, 2018; Zhao et al., 2021a). Most task-oriented dialogue datasets,
including WoZ and MultiWoZ, focus on language understanding and
dialogue state tracking. However, selecting actions in real life requires
obeying user requests and following practical policy limitations. Accord-
ingly, Chen et al. (2021b) present an action-based conversations dataset
consisting of 10042 conversations containing numerous actions with pre-
cise procedural requirements. He et al. (2022b) utilized semi-supervised
pre-training to model explicit dialogue policy in task-oriented dialogue
systems.

The natural language generation (NLG) component transfers a di-
alogue action into a natural language response (Chen et al., 2017b).
Neural network-based NLG approaches have been proposed for task-
oriented dialogues (Wen et al., 2015a; Wen et al., 2015b; Tran and
Nguyen, 2017; Zhou, Huang, et al., 2016). Wen et al. (2015a) apply
an RNN-based generator module and a CNN-based module to rerank
candidate utterances. Wen et al. (2015b) use an additional control cell
to gate the dialogue act to address the slot information omitting and
duplicating problems in surface realization. Tran and Nguyen (2017)
extend this approach by gating the input token vector of an LSTM with
the dialogue act. A sequence-to-sequence approach is applied to produce
natural language output and deep syntax dependency trees from input
dialogue acts (Dušek and Jurcıcek, 2016). Zhou, Huang, et al. (2016)
propose an encoder-decoder LSTM-based method to jointly incorporate
the request information, semantic slot values, and dialogue act type to
generate correct answers. The copy mechanism (Vinyals et al., 2015;
Gu et al., 2016) has been successfully applied to the task-oriented dia-
logue systems to enhance the performance of NLG (Eric and Manning,
2017; Lei et al., 2018; Jin et al., 2018). Aiming to augment dialogue
datasets through paraphrasing, Gao et al. (2020) jointly optimize dia-
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logue paraphrasing and dialogue response generation via a paraphrase
augmented response generation approach. Pre-trained language models
have shown supreme performance in text generation tasks (Li et al.,
2021b). In recent years, more and more studies have applied pre-trained
language models to enhance the performance of NLG in task-oriented
dialogue systems (Zhang et al., 2020h; Peng et al., 2020; Wu et al.,
2020a; Hosseini-Asl et al., 2020; Zhong et al., 2022).

End-to-end methods have been proposed for task-oriented dialogue
systems. Wen et al. (2017b) propose an end-to-end trainable goal-
oriented dialogue system with a new way of collecting dialogue data
based on a pipeline framework toward end-to-end learning for DST
and policy learning (Zhao and Eskenazi, 2016). The pipeline-aware
method can also be implemented and trained end-to-end using the
copy mechanism (Lei et al., 2018; Jin et al., 2018; Liao et al., 2021). A
copy-augmented sequence-to-sequence architecture has been proposed
to provide better performance in task-oriented dialogues (Eric and
Manning, 2017), while Eric et al. (2017) propose a key-value retrieval
network for task-oriented dialogue response generation. Using the copy
mechanism, Lei et al. (2018) formulate a theoretical framework that is
end-to-end trainable using only one sequence-to-sequence model. Jin
et al. (2018) propose a semi-supervised copy flow neural network to
train the end-to-end dialogue generation model. Madotto et al. (2018)
formulate a memory-to-sequence neural network that combines the
multi-hop attention over memories with the idea of a pointer network.
Xu and Hu (2018) also apply a pointer network to handle unknown
slot values in the absence of a predefined ontology. Hosseini-Asl et
al. (2020) enable modeling of the inherent dependencies between the
sub-tasks of task-oriented dialogue by optimizing for all tasks in an
end-to-end manner, recasting task-oriented dialogues as a simple and
casual language modeling task. Liao et al. (2021) propose a recursive
inference mechanism to resolve multi-domain DST in an end-to-end
way. More recently, pre-trained language models have also been applied
to end-to-end solutions for task-oriented dialogue systems (Wu et al.,
2020a; Lin et al., 2021c; He et al., 2022a).

In contrast to other types of dialogue systems, evaluation metrics in
task-oriented dialogue systems need to consider specific metrics. Entity
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match rate evaluates task completion (Wen et al., 2017b); it determines
if a system can generate all correct constraints to search the indicated
entities of the user. This metric is either 0 or 1 for each dialogue. The
original success rate metric measures if the system answered all the
requested information (e.g., address, phone number) (Wen et al., 2015a;
Mrkšić et al., 2015). However, this metric only evaluates recall. As a
variant, Success F1 evaluates task completion and is modified from
the success rate by balancing both recall and precision (Lei et al.,
2018). Automatic user satisfaction has received much attention in task-
oriented dialogues. User simulation is a promising approach to evaluate
dialogue systems at scale in task-oriented dialogue scenarios (Zhang and
Balog, 2020). Sun et al. (2021b) formulate the task of simulating user
satisfaction for evaluating task-oriented dialogue systems to enhance the
evaluation of dialogue systems. The authors also share a dataset about
user satisfaction simulation. Kim et al. (2022b) propose the relative slot
accuracy metric in DST evaluation, which is not affected by unseen
slots in the current dialogue turn.

7.2.3 Knowledge-grounded dialogue systems

Although answering inquiries is essential for dialogue systems, espe-
cially for task-oriented dialogue systems, it is still far behind a natural
knowledge-grounded dialogue system, which should be able to under-
stand the facts involved in the current dialogue session (so-called fact
matching) and diffuse them to other similar entities for knowledge-based
dialogues (i.e., entity diffusion):

• Fact matching: In dialogue systems, matching utterances to exact
facts is much harder than answering explicit factoid inquiries.
Though some utterances, whose subjects and relations can be easily
recognized, are fact-related inquiries, the subjects and relations
are often elusive, leading to challenges when matching exact facts.
Table 7.1 shows an example, with items 1 and 2 talking about the
film “Titanic.” Unlike item 1, which is a typical question-answering
conversation, item 2 is a knowledge-related chit-chat without any
explicit relation. It is difficult to define the exact fact match for
item 2.
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ID Dialogue

1

A: Who is the director of the Titanic?
泰坦尼克号的导演是谁？

B: James Cameron.
詹姆斯卡梅隆。

2

A: Titanic is my favorite film!
泰坦尼克号是我最爱的电影！

B: The love inside it is so touching.
里面的爱情太感人了。

3

A: Is there anything like the Titanic?
有什么像泰坦尼克号一样的电影吗？

B: I think the love story in film Waterloo
Bridge is beautiful, too.
我觉得魂断蓝桥中的爱情故事也很美。

4

A: Is there anything like the Titanic?
有什么像泰坦尼克号一样的电影吗？

B: Poseidon is also a classic marine film.
海神号也是一部经典的海难电影。

Table 7.1: Examples of knowledge grounded conversations. Knowledge entities are
underlined. Image source: Liu et al. (2018b).

• Entity diffusion: Conversations usually drift from one entity to
another. In Table 7.1, the utterances in items 3 and 4 are about
the entity “Titanic.” However, the entities in the responses are
other similar films. Current knowledge triplets rarely capture
such entity diffusion relations. The response in item 3 shows that
the two entities, “Titanic” and “Waterloo Bridge,” are relevant
through “love stories.” Item 4 suggests another similar shipwreck
film “Titanic.”

Knowledge-grounded dialogue systems address the aforementioned chal-
lenges. Work on knowledge-grounded dialogue systems can be cate-
gorized into two groups. Methods in the first group use structured
knowledge (given knowledge graphs) (Wu et al., 2020c; Zhou et al.,
2020a; Wang et al., 2020a; Wu et al., 2020b; Xu et al., 2020b; Xu et al.,
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2020a; Jung et al., 2020; Tuan et al., 2019; Wu et al., 2019b; Moon
et al., 2019; Zhou et al., 2018c; Liu et al., 2018b). Methods in the second
group focus on using unstructured knowledge, such as document-based
unstructured knowledge (given a whole document, e.g., a Wikipedia arti-
cle) (Meng et al., 2020a; Ma et al., 2020a; Ma et al., 2020b; Tian et al.,
2020; Ren et al., 2020; Gopalakrishnan et al., 2020; Li et al., 2019d; Qin
et al., 2019; Moghe et al., 2018; Zhou et al., 2018d; Parthasarathi and
Pineau, 2018) or piece-based unstructured knowledge (given some sepa-
rate pieces of knowledge, e.g., Foursquare tips) (Ghazvininejad et al.,
2018; Dinan et al., 2019; Meng et al., 2020b; Kim et al., 2020a; Lian
et al., 2019; Zheng et al., 2020a; Chen et al., 2020e; Zheng et al., 2020b;
Zhao et al., 2020b; Zheng and Zhou, 2019; Lin et al., 2020a). There
are key research directions for both groups: (i) improving knowledge
selection (Kim et al., 2020a); (ii) improving knowledge-aware response
generation (Zhao et al., 2020b) or response selection (Young et al., 2018;
Zhao et al., 2019c; Hua et al., 2020; Sun et al., 2020b); that is, given the
chosen knowledge, how to better generate a response token by token
or select a response from pre-defined response candidates; (iii) using
multiple knowledge modalities (Liu et al., 2019b; Zhao et al., 2020a);
that is, how to use structured, unstructured, and even other types of
knowledge simultaneously; and (iv) overcoming data scarcity (Zhao
et al., 2019d; Li et al., 2020b).

The neural knowledge diffusion model introduces knowledge into the
dialogue generation. This method can match the relevant facts for the
input utterance and diffuse them to similar entities (Liu et al., 2018b).
Early studies on knowledge selection in knowledge-grounded dialogue
systems calculate the weight of each piece of knowledge and obtain
a weighted sum of their representations (Ghazvininejad et al., 2018;
Zheng and Zhou, 2019; Lin et al., 2020a; Zheng et al., 2020b). Bordes
and Weston (2017) employ memory networks to address restaurant
reservations, using a small number of keywords to handle entity types in
a knowledge base (cuisine type, location, price range, party size, rating,
phone number, and address). Ghazvininejad et al. (2018) adapt it to
memorize relevant, grounded facts for a neural conversation model. The
hierarchical variational memory network (HVMN) adds hierarchical
structure and a variational memory network into a neural encoder-
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decoder network for non-task-oriented dialogue generation (Chen et al.,
2018b).

Several recent studies on knowledge selection focus on calculating
a weight on each piece of knowledge and then directly sampling the
amount of knowledge with the highest weight. Specifically, Dinan et
al. (2019) design the TMemNet model that uses context to predict
a distribution over pieces of knowledge and then only sample one of
them into a decoder. They also introduce a knowledge selection loss
to supervise knowledge selection during training. Lian et al. (2019)
describe PostKS, which uses a context to predict a prior distribution
over pieces of knowledge. During training, the prior distribution is
supervised by a posterior distribution predicted by the context and the
corresponding response. Similar to PostKS, Zheng et al. (2020b) use a
context and a piece of knowledge retrieved by the context to predict
a distribution over fragments of knowledge, where the probability of
the amount of knowledge retrieved by the corresponding response is
maximized during training. The former distills a context containing
multiple utterances at different turns into a vector that is used to match
with the representation of a piece of knowledge to get a score, while the
latter matches every utterance in a context with a piece of knowledge
to get matching features that are aggregated to get a score. A piece of
knowledge is chosen based on the score list for all pieces of knowledge.

Kim et al. (2020a) propose a sequential knowledge transformer
(SKT), which jointly uses previously selected knowledge and context
to facilitate knowledge selection. Chen et al. (2020e) upgrade SKT by
adding the knowledge distillation-based training strategy to improve
knowledge selection. Zheng et al. (2020a) detail a method that introduces
the difference information between the previously selected knowledge
and the current pieces of candidate knowledge to facilitate knowledge
selection. Meng et al. (2020b) design DukeNet, which regards tracking
the previously selected knowledge and selecting the current knowledge
as dual tasks within a dual learning paradigm (Qin, 2020). Zhao et al.
(2020b) describe a method, RLKS, where the selected knowledge is sent
to a decoder to generate a response that would be compared with the
ground truth response to give feedback to further supervised knowledge
selection. Meng et al. (2021a) introduce a mixed-initiative knowledge
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selection method for knowledge-grounded conversations that explicitly
distinguishes between user-initiative and system-initiative knowledge
selection at each conversation turn to improve the performance of knowl-
edge selection. Sun et al. (2021a) find that the amount of knowledge
available in different languages is highly unbalanced. Hence, the au-
thors address cross-lingual knowledge grounded conversations with a
self-distillation knowledge selection and curriculum learning.

More recent years have witnessed the rapid development of pre-
trained language models in open-domain dialogue systems. Large pre-
trained language models can store knowledge into their parameters
during pre-training and can generate informative responses in conver-
sations (Zhao et al., 2020c). Petroni et al. (2019) have shown that
pre-trained language models can serve as knowledge bases for down-
stream tasks (e.g., question-answering, Roberts et al., 2020). On this
basis, Zhao et al. (2020c) have shown that pre-trained language mod-
els can ground open-domain dialogues using their implicit knowledge.
Madotto et al. (2020) embed knowledge bases into model’s parameters
for end-to-end task-oriented dialogues. Roller et al. (2021) fine-tune pre-
trained language models on knowledge-grounded conversational data.
Cui et al. (2021) describe knowledge-enhanced fine-tuning methods to
handle unseen entities. Xu et al. (2022b) propose a topic-aware adapter
to adapt pre-trained language models in knowledge-grounded dialogues.
Liu et al. (2022e) introduce a multi-stage prompting approach for trigger-
ing knowledge in pre-trained language models. Wu et al. (2022b) design
lexical knowledge internalization to integrate token-level knowledge into
the model’s parameters. The problem of hallucination is becoming more
and more challenging. Sun et al. (2023a) optimize an implicit knowledge
eliciting process, i.e., they reduce hallucination of pre-trained language
models in knowledge-grounded dialogues through a contrastive learning
framework.

7.2.4 Empathetic dialogue generation

Several approaches to data-driven open-domain dialogue generation
generate emotional responses based on a manually specified label to
control the dynamic content of the target output (Zhou et al., 2018b; Li
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and Sun, 2018; Zhou and Wang, 2018; Huang et al., 2018a; Wei et al.,
2019; Colombo et al., 2019; Shen and Feng, 2020).

Unlike emotional dialogue generation, the study of empathetic dia-
logue generation avoids an additional step of determining which emotion
type to respond to explicitly (Skowron et al., 2013). Several stud-
ies (Rashkin et al., 2018; Zhong et al., 2019; Shin et al., 2019; Rashkin
et al., 2019; Santhanam and Shaikh, 2019; Lin et al., 2019; Lin et al.,
2020b; Zhong et al., 2020; Majumder et al., 2020; Li et al., 2020c) have
attempted to make dialogue models more empathetic. Rashkin et al.
(2019) combine models in different ways to produce empathetic responses.
Lin et al. (2019) softly combine the possible emotional responses from
several separate experts. Majumder et al. (2020) consider polarity-based
emotion clusters and emotional mimicry. Li et al. (2020c) propose a
multi-resolution adversarial framework that considers multi-granularity
emotion factors and users’ feedback. Li et al. (2022b) investigate how to
use external knowledge to explicitly improve the emotional understand-
ing and expression in the task of empathetic dialogue generation. Sabour
et al. (2022) focus on two aspects in empathetic dialogue generation:
affection and cognition. The authors propose a method with various
commonsense reasoning to improve understanding of interlocutors’ situ-
ations and feelings.

Besides advances in empathetic dialogue models, the emergence
of new emotion-labeled dialogue corpora has also contributed to this
research field (Li et al., 2017c; Hsu et al., 2018; Rashkin et al., 2019).
Rashkin et al. consider a rich and well-balanced set of emotions and
release a dataset, EmpatheticDialogues, where a listener responds
to a speaker in an emotional situation in an empathetic way.

7.3 Emerging Directions

This section describes recent emerging directions on question-answering
and dialogue systems in e-commerce. These emerging directions in QA
and dialogue systems can be divided into five perspectives: safety, ethics,
interpretability, privacy, and evaluation.

As discussed in Section 7.1, e-commerce QA agents aim to answer
questions based on large volumes of reviews. However, reviews may not
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answer these questions as they may not contain any relevant answers for
the question, or a query may be poorly phrased and therefore require
additional clarification. Moreover, untruthful comments and spam are
widely observed in e-commerce reviews (Carmel et al., 2018). Mihaylova
et al. (2019) investigate the fact-checking problem in a QA scenario with
a system to classify the veracity of answers. Zhang et al. (2020d) release
a large-scale fact-checking dataset called AnswerFact for investigating
the answer veracity in e-commerce QA. Estes et al. (2022) develop a high-
speed fact-verification system that has a very high false statement recall
and very high true statement precision to product question-answering.
However, the authors still apply a rule-based method in their system,
and find that pre-trained language models are unable to perform fact-
checking well on structured catalog data. As limitations such as poor
generalization exist in rule-based methods, how to optimize pre-trained
language models in fact-checking for product question-answering still
needs more attention in future research.

Ethical challenges in dialogue systems are attracting significant
amounts of attention in recent years. Currently, most dialogue systems
are developed from scratch with large corpora or fine-tuned through pre-
trained language models. Large-scale datasets collected from the open
internet have been applied during model training. However, offensive
and malevolent content can be observed in the data (Si et al., 2022). To
avoid being unintentionally offensive or harming the user, studies have
been performed to detect toxic speech around, e.g., religion, race, and
violence (Tripathi et al., 2019; Dinan et al., 2020; Zhang et al., 2021d;
Kann et al., 2022; Si et al., 2022). Zhang et al. (2021d) propose a human-
machine collaborative evaluation framework for reliable toxic speech
detection in dialogue systems. Si et al. (2022) study toxic speech in
open-domain dialogue systems to reveal that specific kinds of “non-toxic”
queries are able to trigger an open-domain conversational assistant to
output toxic responses. However, how to respond when these malevolence
topics are being identified is still an open question (Kann et al., 2022).
As more and more e-commerce dialogue systems have also been trained
based on pre-trained language models, ethical challenges will need to
be tackled in future research.
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Poor explainability is a challenging problem for most e-commerce
QA approaches. Most e-commerce QA approaches apply end-to-end
semantic matching methodologies, which tend to be black-box and di-
rectly output a matching score for each question answer pair. Zhao et al.
(2019a) address the explainable QA problem through a hybrid retrieval-
based framework. The authors employ a bidirectional recurrent neural
network in the internal word representation stage and apply a keyword-
aware retrieval method during the second stage. In contrast, the tf-idf
ranking function naturally exhibits much better interpretability owing
to its transparency and intuitiveness. Conversational recommendation is
another typical application of e-commerce dialogue systems (Sun et al.,
2016; Mangili et al., 2020). Most approaches neglect explainability when
learning recommendation actions. However, Chen et al. (2020f) propose
an incremental multi-task learning framework using user feedback for
the task of explainable conversational recommendation. By considering
user preferences as latent variables in a variational Bayesian manner,
Ren et al. (2022) employ a method to estimate explicit user preferences
during the dialogue.

Privacy protection has received more and more attention in dialogue
systems (Papernot et al., 2016; Henderson et al., 2018). For many task-
oriented dialogue systems, it is necessary to notice that we are using the
same dialogue assistant. Recent studies on membership inference attacks
have confirmed that privacy information in training data for sequence-
to-sequence generative models and pre-trained language models can be
attacked (Hisamoto et al., 2020; Liu et al., 2021b). As we discussed in
Section 7.2, most e-commerce dialogue system models are designed based
on sequence-to-sequence generative neural networks and pre-trained
language models. By learning through interactions and communications,
a dialogue assistant can inadvertently and implicitly store sensitive
information. Hence, consumers’ privacy information may get obtained
by attackers through membership inference attacks. To address this
problem, developing privacy-aware dialogue systems is likely to attract
increased attention in the future.

The evaluation of e-commerce dialogue systems is a crucial part of
the development process. Recent studies on evaluating dialogue systems
are either through offline evaluation or human evaluation (Lamel et al.,
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2000; Jurcicek et al., 2011). Offline evaluation is often limited to single-
turn assessments, while human evaluation is intrusive, time-intensive,
and does not scale (Deriu et al., 2020). User simulators have been applied
to exhaustively enumerate user goals to generate human-like conver-
sations for simulated evaluation (Zhang et al., 2020i). However, user
simulators as evaluation methods for e-commerce dialogue systems are
still under-explored. Today’s simulators suffer from limited realism and
evaluation capabilities (Balog et al., 2021). Moreover, evaluation met-
rics that specifically target e-commerce aspects are still underexplored
and underexploited in today’s e-commerce dialogue agents. Dedicated
evaluation metrics in e-commerce search and recommendation scenarios
will likely help to advance progress.



8
Conclusion and Outlook

We summarize the main topics presented in this survey in Section 8.1.
In Section 8.2, we describe our outlook on future developments.

8.1 Conclusion

From the large number of user engagements on e-commerce platforms a
large amount of information can be inferred. The aim of this survey has
been to give a broad overview of information discovery in e-commerce
portals. Our overview has included methods about user behavior model-
ing, search, recommendation, question answering, and dialogue systems
in e-commerce.

Our strategy with this survey has been to provide a broad cover-
age of research directions about information discovery in e-commerce.
Although we have tried our best to provide all key approaches in each
direction as much as possible, the amount of technical details is limited.
For areas that are broad enough to have their own survey, we have only
focused on key publications and provide structure and pipelines for
each direction. Additionally, we only focus on areas that are relevant
to information retrieval research; studies in other areas relevant to
e-commerce, such as supply chains and computational advertising, are
ignored in this survey.

582



8.1. Conclusion 583

In our introduction, we summarized the outline and topics covered
in this survey, followed by a description of basic concepts and key defini-
tions in Section 2. Then we introduced preliminaries about e-commerce
interfaces and users in Section 3. We formulated concepts of e-commerce
infrastructures and summarized studies about information seeking via
e-commerce interfaces. We investigated e-commerce information com-
ponents, i.e., titles, product descriptions, and reviews, and detailed
characteristics of consumer behaviors in e-commerce portals. We in-
troduced studies into e-commerce user analyses concerning multiple
behaviors, including clicks, purchases, engagements, and post-clicks, on
e-commerce platforms.

The core of this survey is organized around five directions: e-
commerce user modeling, e-commerce search, e-commerce recommen-
dation, e-commerce QA, and e-commerce dialogue systems. We have
detailed each of these in four sections (i.e., Section 4, 5, 6, and 7).
Each section starts with an overview of the main direction discussed
in the section, with characteristics and subtasks. After that, key re-
search studies of each subtasks were demonstrated with some level of
detail. We discussed emerging research directions at the end of each key
component.

In particular, in Section 4, we introduced approaches to user model-
ing and profiling for e-commerce applications. We divided this section
into two main components: user behavior modeling and user profil-
ing. We provided a summary of studies on modeling these e-commerce
user behavior, analyzed research on user profiling in e-commerce, and
discussed emerging directions on user modeling in e-commerce.

In Section 5, we focused on search technologies in e-commerce
platforms. We provided the characteristics of e-commerce search and
divided research studies based on matching strategies and ranking
technologies for e-commerce search scenarios, respectively. We presented
approaches aiming for studying matching strategies for e-commerce
search. And we studied research approaches on ranking technologies for
e-commerce search. Emerging research directions were discussed at the
end of the section.

In Section 6, we introduced the most prominent approaches to
e-commerce recommendation methods. We summarized the key char-
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acteristics of e-commerce recommendation, towards which a two-stage
framework was developed that contains candidate retrieval and candi-
date ranking, forming the mainstream solution for e-commerce recom-
mender systems. We reviewed models developed for the two stages and
detailed mainstream learning methods for optimizing model parameters
to provide a complete view of e-commerce recommender systems.

Section 7 detailed research methods for question answering and
dialogue systems in e-commerce. We addressed question answering and
dialogue systems in a single section as most research background and ap-
proaches are shared between these two directions. We reviewed previous
work on question answering and then demonstrated the characteristics of
e-commerce QA. For e-commerce question answering (QA), we described
studies both on extractive QA and generative QA. For e-commerce dia-
logue systems, we demonstrated the patterns of e-commerce dialogue
systems, especially about task-oriented dialogue systems, knowledge-
grounded conversations, and empathetic dialogue systems. We discussed
emerging research directions around QA and dialogue agents in Sec-
tion 7.3.

8.2 Outlook

Information discovery is increasingly a mixed initiative scenario, where
users and e-commerce platforms take turns. As described in the previous
sections, the research presented on information discovery in e-commerce
has been addressed from six angles: infrastructures, user modeling,
search, recommendation, QA, and dialogue systems. As we summarized
at the end of each section, a broad variety of emerging research has also
been motivated following each angle. For user modeling, we consider
three research topics as key emerging directions: graph learning for
user behavior modeling, dynamic user behavior modeling and profiling,
and multi-modal user profiling. For emerging directions in e-commerce
search, we focus on applications for multi-modal e-commerce search and
ranking. Online learning to rank technologies also provide key insights.
We also foresee the development of new learning theories that will
improve e-commerce search and ranking performance in the future. We
divide emerging directions on e-commerce recommendation into three



8.2. Outlook 585

directions: (i) reasoning, recommendation, and explanations; (ii) con-
versational recommendation; and (iii) unifying recommendation and
search. In our view, future work on e-commerce language processing
should include generating explainable reasons for search and recommen-
dation, improving the robustness of e-commerce question answering,
and improving conversational e-commerce search and recommendation.

8.2.1 Four directions

Among these emerging research approaches, we have identified potential
directions of future work that are encountered across multiple angles.
In particular, we list future research directions in four bigger themes:
conversational search, conversational recommendation, multi-modal
information discovery, and generative information discovery.

Conversational search refers to a novel search paradigm using multi-
ple interactions between users and search engines. As we have discussed
in Section 5, conversational search is increasingly receiving more atten-
tion in the IR community. Different from the traditional query-aware
search paradigm, conversational search allows users to express their
information need by directly conducting conversations with search en-
gines. More recent studies have begun to apply conversational search to
online shopping scenarios as it is able to provide a natural, adaptive
and interactive shopping experience for consumers (Xiao et al., 2021).
In e-commerce, conversational search faces two challenges: imperfect
product attribute schemas and product knowledge. The former exists
as product attributes link lengthy multi-turn utterances with products
in conversational search systems, whereas the latter derives from the
lack of manually labelling in benchmark datasets. Core tasks in conver-
sational search, e.g., search intent detection, action prediction, query
selection, passage selection, and response generation (Ren et al., 2021),
also provide insights in future work about e-commerce conversational
search systems.

Conversational recommendation refers to recommendation systems
that can elicit the dynamic preferences of users and take actions based
on their current needs through real-time multi-turn interactions. As
we have discussed in Section 6, conversational recommendation is an
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emerging direction in e-commerce recommendation. Integrating more
accurate domain-specific knowledge to promote the recommendation
and conversation is a challenging problem in conversational recommen-
dation (Chen et al., 2020f). Moreover, as with conversational search,
current studies on conversational recommendation suffer from a lack of
manually labelled data in benchmark datasets. Recent studies on empa-
thetic dialogue systems reveal that there exist some kind of dependency
between commonsense knowledge and emotional preference (Li et al.,
2022b; Siro et al., 2022). Hence, conversational recommender systems
that jointly combine emotion detection and knowledge exploration are
worth studying in future.

Multi-modal information can be widely observed in many e-com-
merce scenarios, e.g., user behavior, search, recommendation, and di-
alogue systems. Most previous e-commerce information discovery ap-
proaches are constructed only based on text understanding and retrieval;
addressing multi-modal information, e.g., images and videos, still ap-
pears to be difficult. In future work, it is more and more important to
tackle challenges about multi-modality in e-commerce scenarios. Multi-
media technologies focusing on integrating various types of modalities
are expected to help to understand those multi-modal information
for various types of e-commerce applications. It is interesting to ex-
plore multi-modal generation through powerful generative deep neural
networks in e-commerce review generation, question answering, and
dialogue systems.

Large-scale generative models have the potential to significantly
enhance various e-commerce information discovery applications, such
as search, recommendation, and conversational AI. Transformer-based
pre-trained language models like BERT have already proven effective in
both search and recommendation tasks in e-commerce. More recently,
large language models (LLMs) based on auto-regressive mechanisms,
such as T5 and GPT, have demonstrated promising capabilities in
understanding and generating human-like information, making them
valuable for e-commerce contexts. Moreover, while traditional two-stage
paradigms (i.e., retrieval followed by re-ranking) have been widely used
in e-commerce search and recommendation scenarios. They face two limi-
tations: (i) heterogeneous modules with different optimization objectives



8.2. Outlook 587

may lead to sub-optimal performance; and (ii) a large document index
is needed which may come with substantial memory and computational
requirements. This has motivated research into end-to-end solutions
using generative models. Recent studies on generative retrieval, such as
DSI (Tay et al., 2022), have shown encouraging performance on several
information retrieval benchmarks, suggesting that exploring generative
models for end-to-end e-commerce search and recommendation could
be a promising direction for future research.

8.2.2 Beyond accuracy

Besides the directions for future work listed above, we also consider the
following important issues when it comes to information discovery tasks
in e-commerce: fairness, trustworthiness, and explainability (Roegiest
et al., 2019; de Rijke, 2023).

Recently, the problem of bias has attracted considerable attention in
the IR community, in multiple contexts, e.g., for user behavior modeling,
profiling, ranking, and recommendation. To address the bias problem,
fairness is considered as a significant metric during the optimization
procedure. Early on, fairness was studied from the perspective of in-
formation exposure regarding sensitive attributes such as gender and
race (Singh and Joachims, 2018). Fairness in IR also focuses on how to
let different items receive equal exposure, or exposure proportional to
their utility or impact, depending on which exposure distribution is con-
sidered to be fair by the system (Morik et al., 2020; Chen et al., 2020a).
In e-commerce, ranking-based interfaces are quite common in various
scenarios; hence, fairness is a matter of great importance to information
discovery in e-commerce. Future work on interactive fairness-aware
reranking can be helpful for debiasing user modeling, search, recom-
mendation, and answer generation in e-commerce platforms (Sarvi et
al., 2022). Also, knowledge-based and dynamic fairness-aware methods
are able to address more real-world challenges. The trade-off between
accuracy and fairness is of importance in e-commerce search and rec-
ommendation scenarios, where equally treating different groups has
been shown to sacrifice the performance (Ariannezhad et al., 2023). To
address this problem, an important research direction is to understand
the dimensions of causality and design fairness-aware algorithms.
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Fake news and fake information are is increasingly widespread. It
is now viewed as one of the greatest threats on the web (Zhou and
Zafarani, 2020). As we have discussed in Section 7, spam and fake
reviews and answers are widely observed in many e-commerce platforms.
Therefore, pursuing trustworthiness has become an important issue in
e-commerce question answering and dialogue systems. Several studies
distinguish spam or fake reviews in online review systems via graph
neural networks (Kaghazgaran et al., 2018; Rao et al., 2020; Liu et al.,
2020h; Dou et al., 2020). Textual generation methods based on deep
neural networks have been applied to fake reviews or spam generation
by camouflaged fraudsters. Thus, distinguishing the authenticity of
e-commerce information is a challenging task. Other patterns in the
reviews, e.g., sentiments and emotions, can be applied to improve the
detection. Also, investigating inconsistency problems under multiple
domains provides new avenues of research.

Explainability in e-commerce aims to answer the question about why
we receive a specific ranking, recommendation, or answer result. The
task of explainability can be divided into explainability of the learning
models and explainability of the results. The former aims to provide
more transparent learning details for the proposed methods, whereas the
latter focuses on provide more explainable results to various application
scenarios, e.g., search, recommendation, and question answering, etc.
Explainability methods have been shown to be effective for enhancing the
e-commerce search and recommendation (Zhang et al., 2018c; Liu et al.,
2020f). For future work, it is important to evaluate if and how users and
other stakeholders are satisfied with the explanations generated from an
e-commerce system, especially as these are increasingly conversational in
nature (Lucic et al., 2021). Generating coherent, faithful, and naturally-
sounding explanations based on a sequence of reasoning steps (including
search or recommendation system output) is still difficult.

As we have shown in this survey, the number of research studies in
the area of information discovery for e-commerce is increasing rapidly.
We believe that this is only the beginning. The recent launch of a
dedicated product search track at TREC seems to confirm this.1 The

1https://trec-product-search.github.io

https://trec-product-search.github.io
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volume of the work described in this survey and the steady pace of
publications in the field, together with the arrival of open research
challenges indicate a promising future ahead. A lot remains to be done.
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Datasets

In this appendix, we list benchmark datasets that are relevant for
studying information discovery in e-commerce. We follow the topical
organization of our sections, and divide the datasets into five types:
e-commerce infrastructures, e-commerce user modeling, e-commerce
search, e-commerce recommendation, and e-commerce QA & dialogues.

A.1 Datasets for E-commerce Infrastructures

To begin, we list benchmark datasets about e-commerce interfaces and
users:

• Taobao short title dataset (Sun et al., 2018a): This dataset
contains 411,246 title-product pairs in 94 categories. Each item in
the dataset is represented as a triple ⟨Q, K, S⟩, where Q denotes
the products’ original titles, K refers to the background knowledge
about the products, and S represents the human-written short
titles.

• eCOM-C2C dataset about product categories and titles (Wang
et al., 2018a): This dataset takes advantage of realistic data from
a well-known C2C website in China. The dataset contains 185,386
triplets in the Women’s Clothes category. Each item in the dataset
is represented as a triple ⟨S, T, Q⟩, where S refers to a product’s
original title, T denotes a handcrafted short title, and Q is a
successful transaction-leading search queries.
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• Walmart product summarization dataset (Mukherjee et al.,
2020): The dataset includes 40,445 top-selling Walmart grocery
products during the calendar year 2018, together with their prod-
uct titles and corresponding human-generated summaries. There
are also descriptions, brand names, and category information of
the products.

• Taobao multi-modal title dataset (Miao et al., 2020): The
dataset contains 114,278 original titles with corresponding short
titles and product images. The short titles are manually written
by professional editors, whereas the images are selected by the
seller.

• Walmart e-commerce product dataset (Mukherjee, 2021):
The dataset contains five parts: D-search includes the top 12 mil-
lion product search queries on Walmart.com and their frequencies
over a one year period. D-product includes 250,000 top-selling
Walmart products over a six month period. D-com-human includes
40,445 human-generated title compressions from the Walmart cata-
log across eight different product categories. D-meta-auto contains
40,000 meta-training examples. And D-meta-human is a dataset
consisting of 16,000 human-generated 1-shot title compression
examples.

• LESD4EC dataset (Gong et al., 2019): The dataset consists of
6,481,623 pairs of original and short product titles in a module
in Taobao named “Youhuashuo.” Each product in this dataset
includes a long product title and a short title summary written by
professional writers, along with a high-quality image and attributes
tags.

Table A.1 summarizes the key statistics of the datasets listed above.

A.2 Datasets for E-commerce User Modeling

Next, we list benchmark datasets about e-commerce user modeling:
• Taobao Tianchi consumer dataset (Kim et al., 2021): The

dataset includes responses of users to advertisements of inventory
in the user profile and advertising information. The time length
of the data is eight days, and the dataset is divided into four ta-
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bles: advertisement features, user profiles, past shopping behavior
that users engaged in, and who received the advertisement with
responses.2

• Instacart.MB dataset (Sheng et al., 2021): The Instacart Mar-
ket Basket (Instacart.MB) dataset is anonymized and contains a
sample of over 3 million grocery orders from more than 200,000
Instacart users. For each user in the dataset, there are between 4
and 100 of their orders, with the sequence of products purchased
in each order.3

• Bing advertising service dataset (Lian et al., 2021): The
dataset contains user click logs within a two week period from
the Bing Native Advertising service. It also includes users’ on-
line behavior history before their corresponding clicks. The user
behavior sequences are truncated to 100 in the dataset.

• Feeds user dataset (Yi et al., 2021): The feeds dataset is col-
lected on Microsoft News App from August 1, 2020 to September
1, 2020. It contains 643,177 news items, over 10,000 users, 320,925
impressions, and 970,846 clicks.

• JD user profiling dataset (Chen et al., 2019f): This dataset is
collected from one of the largest e-commerce platforms in China.
In this dataset, users, items, and attributes reflect real-world e-
commerce consumers, products, and words in the titles of the
products respectively. The profiles of users are the age and gender
labels.

• Twitter user behavior dataset (Al Zamal et al., 2012): Each
attribute dataset consists of approximately 400 labeled Twitter
users, 200 with one label (e.g., “female”) and 200 with a second
label (e.g., “male”). In addition, all of the friends of these labeled
users are identified; for each of these labeled and neighbor users,
the most recent 1,000 tweets generated by the user were collected.

• UCL social media user profiling dataset (Liang et al., 2017):
This dataset was collected by UCL’s Big Data Institute. The data
set includes 1,375 active Twitter users chosen randomly and their

2https://tianchi.aliyun.com/dataset/dataDetail?dataId=56
3https://www.kaggle.com/c/instacart-market-basket-analysis/data

https://tianchi.aliyun.com/dataset/dataDetail?dataId=56
https://www.kaggle.com/c/instacart-market-basket-analysis/data


A.3. Datasets for E-commerce Search 597

tweets from the time they registered until May 31, 2015. The
dataset has 3.78 million tweets in total. The length of a tweet is
12 words on average.

• CALL dataset (Dong et al., 2014): The dataset is extracted
from a collection of more than 1 billion (i.e., 1,000,229,603) call
and text-message events from an anonymous country, which spans
from August 2008 to September 2008. The data does not contain
any communication content.

• W-NUT dataset (Han et al., 2016): This is a user-level dataset
of the geolocation prediction shared task released at the W-NUT
workshop in 2016. The dataset consists of over 1 million training
users, 10,000 development users, and 10,000 test users. The ground
truth location of a user is decided by majority voting of the closest
city center.

• Facebook user profiling dataset (Farnadi et al., 2018): This is
a re-collected dataset based on Facebook’s MyPersonality project
dataset.4 The dataset includes information about each user’s
demographics, friendship links, Facebook activities (e.g., number
of group affiliations, page likes, education, and work history),
status updates, profile picture, and Big Five Personality scores
(ranging from 1 to 5).

Table A.2 summarizes the key statistics of the datasets listed above.

A.3 Datasets for E-commerce Search

We list benchmark datasets about e-commerce search as follows:
• QUARTS e-commerce search dataset (Nguyen et al., 2020):

This is a human-labeled dataset of query-item pairs, obtained
from an e-commerce search platform. There are in total 3.2 million
pairs of which only a small fraction are mismatches. About 100,000
labeled pairs are used as a separate test set. Another 3 million
query-item pairs are deemed “matched” by considering items that
are purchased frequently in response to those queries from the
search logs.

4http://www.mypersonality.org

http://www.mypersonality.org
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• SCEM product search dataset (Bi et al., 2020b): The dataset
contains three category-specific datasets, namely, “Toys & Games,”
“Garden & Outdoor,” and “Cell Phones & Accessories,” from the
logs of a commercial product search engine spanning ten months
between years 2017 and 2018. The datasets include up to a few
million query sessions containing several hundred thousand unique
queries.

• Walmart product search dataset (Karmaker Santu et al.,
2017): This is a subset obtained from Walmart’s online product
catalog. The dataset consists of more than 2,800 randomly selected
product search queries and a catalog of around 5 million products.
For each query, the top 120 products are retrieved.

• Walmart query log dataset (Magnani et al., 2019): This is a
large query log dataset on shoe segments during a six-month win-
dow from May 2018 to October 2018 on Walmart.com. Historical
data of the extra features such as clicks and orders are collected
from the query log six months before May 2018. The dataset is
composed of more than 100 million query and product pairs, of
which there are more than 1 million unique queries and more than
1 million unique item titles.

• Bestbuy dataset (Duan et al., 2013b): The dataset consists of
a full crawl of the “Laptop & Netbook Computers” category of
Bestbuy.com. In total, there are 864 laptops in the database, each
entity has 44 specifications on average. And 260 laptops have user
reviews. The annotated datasets contain 40 queries, on average,
there are 2.8 keywords per query and 3.8 keywords per query for
the hard queries.

• Amazon product dataset (Bi et al., 2021; McAuley et al., 2015):
The Amazon product dataset is a well-known benchmark for
product search and recommendation. It contains information for
millions of customers, products and associated metadata, including
descriptions, reviews, brands, and categories.5

• Etsy product search dataset (Wu et al., 2018a): The dataset
contains 4 weeks worth of search log data with clicks and purchases

5http://jmcauley.ucsd.edu/data/amazon

http://jmcauley.ucsd.edu/data/amazon
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from Etsy.6 In total, there are 334,931 search sessions with 239,928
queries and 6, 347, 251 items. In total, 270,239 buyers and 550,025
sellers are involved in the transactions, whereas 631,778 keywords
are used by sellers to describe their items.

Table A.3 summarizes the key statistics of the datasets listed above.

A.4 Datasets for E-commerce Recommendations

Next, we list benchmark datasets about e-commerce recommender
systems:

• Amazon product dataset (He and McAuley, 2016b; McAuley
et al., 2015): For e-commerce recommendations, the Amazon
product dataset is split by top-level product categories in amazon
and is notable for its high sparsity and variability. This dataset
contains product reviews and metadata from Amazon, including
142.8 million reviews spanning May 1996–July 2014. This dataset
includes reviews (i.e., ratings, text, helpfulness votes), product
metadata (i.e., descriptions, category information, price, brand,
and image features), and links (i.e., substitutive/complementary
relations).

• Amazon soc dataset (McAuley et al., 2015): A large-scale
database of 230,000 users; each data sample includes a user’s
profile, user feedback on a product, and social relationship among
users. More specifically, the user’s profile includes gender, income,
age, and hobby. User feedback includes the user’s comments and
browsing history.

• AliExpress dataset (Ahmed et al., 2021): This dataset is col-
lected from an online retailer service owned by the Alibaba group.
There are about 2,260,923 records from AliExpress, the data for
about fourteen months from January 1, 2019 to February 23,
2020. The dataset contains 1,506,850 users that submitted reviews
against 49,221 items in 205 different categories, such as electronics,
entertainment, education, house, and garden, etc., and the items
are rated from 1 to 5 scale.

6https://www.etsy.com

https://www.etsy.com
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• Instacart orders dataset: This is an anonymized dataset col-
lected from the Instacart site.7 It contains a sample of over 3
million grocery orders from more than 200,000 Instacart users.
For each user, 4 and 100 of his/her orders are provided, with the
sequence of products purchased in each order. There are also the
week and hour of the day the order was placed and a relative
measure of time between orders.8

• Movielens dataset (Harper and Konstan, 2015): This is a widely
used benchmark dataset collected from https://movielens.org. The
dataset contains user ratings and timestamps for the movie. There
is side-info of users and movies. According to the year and the
size of the dataset, there are multiple specific versions.9

• Yoochoose dataset (Ben-Shimon et al., 2015): This dataset is
collected from the 2015 recommender systems challenge (RecSys
Challenge 2015). The dataset includes six months of user activi-
ties for a large European e-commerce business that sells various
consumer goods, including garden tools, toys, clothes, electron-
ics, and more. There are 33,040,175 records in the click file and
1,177,769 records in the buys file. The training set consists of
9,512,786 unique sessions, and the test file consists of 2,312,432
click sessions.

• Alibaba Cloud/TIANCHI dataset (Zhu et al., 2018): The
dataset was randomly selected from Taobao; it contains about
1 million users with their behavior, which includes clicks, pur-
chases, adding items to the shopping cart, and item favoring from
November 25 to December 3, 2017. The dataset is organized in a
very similar form to MovieLens-20M, i.e., each line represents a
specific user-item interaction, which consists of user ID, item ID,
item’s category ID, behavior type, and timestamp, separated by
commas.10

Table A.4 summarizes the key statistics of the datasets listed above.

7https://www.instacart.com
8https://www.instacart.com/datasets/grocery-shopping-2017
9https://grouplens.org/datasets/movielens/

10https://tianchi.aliyun.com/dataset/dataDetail?dataId=649&userId=1&lang=
en-us

https://movielens.org
https://www.instacart.com
https://www.instacart.com/datasets/grocery-shopping-2017
https://grouplens.org/datasets/movielens/
https://tianchi.aliyun.com/dataset/dataDetail?dataId=649&userId=1&lang=en-us
https://tianchi.aliyun.com/dataset/dataDetail?dataId=649&userId=1&lang=en-us
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A.5 Datasets for E-commerce QA and Dialogues

Next, we list benchmark datasets about e-commerce question answering
and dialogue systems:

• JD product question answering (Gao et al., 2019b): This
dataset consists of online product-aware QA pairs. Each QA pair
is associated with the reviews and attributes of the corresponding
product. The corpus covers 469,953 products and 38 product
categories. The average length of the question is 9.03 words, and
the ground truth answer is 10.3 words. The average number of
attributes is 9.0 key-value pairs.

• Taobao question answering dataset (Chen et al., 2019e):
This dataset is collected on Taobao. The dataset includes 4,457
and 47,979 products under the category Cellphone and House-
hold Electrics, respectively. For each product, the associated
question-answering pairs and user reviews are included. After pre-
processing, Cellphone/Household Electrics products have 356,842
and 798,688 QA-pairs in two subsets, respectively.

• Amazon complex question/answer dataset (McAuley and
Yang, 2016): This dataset was collected from Amazon, including
reviews and descriptions of products and QA data. This dataset
contains 1.4 million answered questions on 191 thousand products
and 13 million related reviews.

• Hierarchical product review corpus (Yu et al., 2011): This
corpus contains consumer reviews on 11 popular products in four
domains. These reviews were crawled from several prevalent forum
websites, including cnet.com, viewpoints.com, reevoo.com, and
gsmarena.com. All of the reviews were posted between June 2009
and September 2010. The aspects of the reviews, as well as the
opinions on the aspects, were manually annotated.

• Amazon question answering dataset (Deng et al., 2020): This
dataset is constructed by combining Amazon Question Answering
Dataset (McAuley and Yang, 2016) and Amazon Product Review
Dataset (He and McAuley, 2016b) by matching the product ID.
In this dataset, each QA sample contains a question, a reference
answer, the answer opinion type label, and a set of relevant re-
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view snippets with corresponding ratings. After collecting the
final dataset, each QA sample contains a question, a reference
answer, the answer opinion type label, and a set of relevant review
snippets with corresponding ratings. There are three categories,
namely Electronics, Home & Kitchen, and Sports & Outdoors,
with 193,960 (Electronics), 90,269 (Home & Kitchen), and 50,020
pairs (Sports & Outdoors).

• JDDC e-commerce dialogue dataset (Chen et al., 2020c):
JDDC is a large-scale real scenario Chinese E-commerce conver-
sation corpus, with more than one million multi-turn dialogues,
20 million utterances, and 150 million words, which contains con-
versations about after-sales topics between users and customer
service staffs in an e-commerce scenario. JDDC was updated with
multi-modal customer service information in 2021 (Zhao et al.,
2021a).

• E-commerce dialogue corpus dataset (Zhang et al., 2018d):
The dataset is collected from the real-world conversations between
customers and customer service staff on Taobao. It contains over
five types of conversations (i.e., commodity consultation, logistics
express, recommendation, negotiation, and chitchat) based on
over 20 commodities.11

Table A.5 summarizes the key statistics for the datasets listed above.

11https://drive.google.com/file/d/154J-neBo20ABtSmJDvm7DK0eTuieAuvw/
view?usp=sharing

https://drive.google.com/file/d/154J-neBo20ABtSmJDvm7DK0eTuieAuvw/view?usp=sharing
https://drive.google.com/file/d/154J-neBo20ABtSmJDvm7DK0eTuieAuvw/view?usp=sharing
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