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Abstract. Pretrained language models (PLMs) are widely used by dialogue sys-
tems to generate high-quality responses. Adversarial samples can cause pretrained
dialogue models to generate unexpected responses that influence the deployment
of the system since malevolent responses can cause the breakdown of the dialogue.
Exploring adversarial attacks is important to understand hidden risks and improve
victim models. We propose the dialogue malevolence attack task and formulate
it as a constrained Markov decision process. We also propose a two-stage rein-
forcement learning framework to find vulnerabilities of dialogue systems based
on PLMs. Experiments show that the proposed attack framework can effectively
attack pretrained dialogue models with high-quality adversarial samples. Warning:
this paper contains examples that may be offensive or upsetting.
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1 Introduction

Pretrained language models (PLMs) are increasingly employed by dialogue systems, and
in particular, by conversational information retrieval systems [11]] as they can generate
high quality responses [2)50]]. These models are pretrained on large-scale datasets that
may contain negative views, bias, and other unsafe content [4/31]]. The generation process
is hard to control. Hence, current pretrained dialogue models are vulnerable to adversarial
samples [18l32]]. As current models may not truly understand human language [42], it
is important to explore adversarial samples and adversarial attacks to reveal the safety
weaknesses [34/35]] of dialogue responses generated by victim pretrained dialogue
models.

Malevolent dialogue responses that may contain offensive or objectionable con-
tent [49], have drawn broad attention. Malevolent responses may result in serious conse-
quences for users, including dialogue breakdown, discomfort, and abandonment of the
system [49]. E.g., for DialoGPT [50], a state-of-the-art dialogue model, around 10% of
its responses are malevolent [48]].
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Table 1: Dialogue malevolence attack example.

Context Turn 1: And before any funny prick decides to defend their own actions in my
mentions i don’t want to hear it. Turn 2: Lmao, you’re just an absolute twat.

Original  Turn 3: Why are we twats for having an opinion?

Adversarial Turn 3: Why do I always have stupid opinions?

Non-malevolent Malevolent

Response  Because you’re not funny. Because you're stupid.

We present the dialogue malevolence attack (DMA), an adversarial attack task that
we formulate as a constrained Markov decision process (CMDP) problem, as shown
in Table[T} To address the dialogue malevolence attack task, we propose the iteRative
malevOlence atTAcker wiTh constralned markOv decisioN (ROTATION) model, illus-
trated in Figure[T] which modifies original utterances into adversarial ones that provoke
victim models to generate malevolent responses. The iterative attacker (1A) for editing
original utterances uses four operations: “K,” “R,” “D,” and “I,” for keeping, replacing,
deleting, and inserting a token, respectively. Unlike existing methods, IA considers
correlations among edits and can iteratively edit utterances until convergence. IA train-
ing employs reinforcement learning to interact with victim models. This raises two
challenges. First, the editing reward for each position in the utterance is unknown; we
learn the malevolence reward from the malevolence feedback of the whole utterance with
a reward evaluator (RE). Second, the attack efficiency is low due to the computationally
intensive nature of pretrained dialogue models; we devise a two-stage reinforcement
learning strategy that includes an offline warm-up stage and an online fine-tuning stage
to train ROTATION. During the offline stage, we warm up the parameters of the iterative
attacker and reward evaluator networks with a pseudo trajectory generation process.
During online learning, we use the iterative attacker to directly attack the victim models
and update the iterative attacker through the reward evaluator.

Reward evaluator Malevolence feedback]

Constraints evaluation ]

i Online learning stage

[C, x 4>[ Iterative attacker }—» C, & 7

N T e S :
i Dyseu <—[Pseudo trajectory generation ](— Labeled corpus Offline learning stage!

Fig. 1: Model architecture and learning process of the ROTATION.

We conduct experiments on two datasets: (i) the malevolent dialogue response detection
and classification (MDRDC) dataset [49] with malevolence labels, and (ii) an unlabelled
dialogue dataset that has been collected from Twitter and covers a diverse set of topics.
Our experiments show that ROTATION can generate high-quality and more diverse
adversarial samples that outperform the best baseline by 126.90% and 56.50% in terms of
distinct attack success rate (DASR). We also conduct a human evaluation for ROTATION
on the MDRDC dataset, the DASR outperforms the best baseline by 56.14%.
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2 Related Work

Adversarial attacks. Adversarial attacks intentionally modify the input of a model
with perturbations and use the modified inputs to change the outputs of victim models;
they can be used to find vulnerabilities of victim models [25128/45/47]]. They come
in two types: non-targeted and targeted. Non-targeted attacks attempt to trick victim
models into producing wrong outputs without specific constraints on the wrong out-
put [ 7U18I27U51]; e.g., for a classification model, the attacker tries to misguide it to
predict any one of the incorrect classes [24430]]; for a generation model, the attacker
tries to misguide it to generate any type unpredicted content [23/43]]. Prior work on
non-targeted attacks either does not consider the semantic consistency and coherence
of the adversarial samples or does not target dialogue models. Targeted attacks aim to
trick victim models into producing specific wrong outputs, which is more challenging
than non-targeted attacks [6122]]. For existing methods on targeted attacks, the number
of target words or responses is too small for the DMA task since the space of malevolent
content is large. In addition, they edit the tokens of the original input only once without
considering multiple edits.

Safety of pretrained language models. Pretrained language models may generate
content that is not consistent with humanistic values [1137]]. [35] build a dataset to
assess the safety of pretrained dialogue models and conclude that they all have risks of
generating unsafe responses. [14] build a dialogue dataset; models pretrained on it may
generate socially prejudiced responses. To understand what kind of inputs could increase
unsafe generation, previous work focuses on input-agnostic attacks and input-specific
attacks [20].

Input-agnostic attacks aim to fool victim models by adding learned universal noise,
e.g., a sequence of tokens [12/41]44]], to any input or by directly generating adversarial
samples without considering the input [29/34]]. ToxicBuddy [34] first generates an
auxiliary dataset that has a high toxicity score on pretrained dialogue models, and then
augments this to attack the pretrained dialogue models to generate more toxic responses.
The input generated by ToxicBuddy for attacking a victim model is limited as it focuses
on politics, which makes an attack relatively easy to detect as it is often neither coherent
with the context nor consistent with the current utterance. ToxicBuddy does not interact
with a target dialogue system; it is built for general attacks.

Input-specific attacks generate input-specific adversarial samples by making small
changes to the original input [19/2233]]. Limited studies have been done for input-
specific attacks because the sparse nature of input-specific attacks makes it hard to learn
a model [5] and targeted input-specific attacks for safety-related aspects are easy to
overfit without suitable feedback to evaluate the attack output of the victim model [8].

Our work differs from prior work in three ways: (i) We make the adversarial samples
imperceptible by formulating dialogue malevolence attack as a constrained Markov
decision process and modeling semantic consistency, fluency, and non-malevolency of
adversarial samples as constraints. (ii) Most previous attack methods only demonstrate
effectiveness on specific domains, where domain knowledge dominates the toxic behavior
of dialogue systems. (iii) Our method generates adversarial samples by iteratively editing
the input, and considers correlations between edits and the coherence with the dialogue
context.
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3 Methodology

3.1 Dialogue malevolence attack definition

Given a dialogue context C, current user utterance x, and victim model g, which is a
pretrained dialogue model, dialogue malevolence attack (DMA) aims to learn an attack
model f to perform a perturbation on x to obtain an adversarial version & = f(C, x) such
that the g generates a malevolent response § = ¢g(C, &) and satisfies these constraints:
(i) Z is consistent with z; (ii) Z is fluent; and (iii) the attack model f does not introduce
extra malevolence for £ compared to x.

3.2 Constrained Markov decision process

We formulate dialogue malevolence attack as a constrained Markov decision process
in which the iterative attacker tries to attack the victim model to generate targeted
responses that maximize the malevolence reward and do not violate the constraints.
The dialogue malevolence attack framework is shown in Figure [T} The constrained
Markov decision process is defined as a tuple (S, A, P, ry, ¢1.3, &1:3,7) where: (i) S
is the state space, s; € S is the current state that consists of the dialogue context and
current user utterance, i.e., sy = (C, &) where ¢ is the number of times the original
utterance z has been edited and Z; is an adversarial sample in ¢-th step; Zo = . (ii) A
is the action space, a; € A is a sequence of editing operations that are independent of
each other, i.e., a; = [as,1, 4,2, . . ., a¢ |, Where n is the length of &, a; ; is an editing
operation for the j-th token of Z;. (iii) P : S x A x S — [0, 1] is the transition function
mapping a triple (s, at, s¢+1) to a probability by P(s¢, ar, st+1) = p(sg+1 | St, at)s
where p(s;1+1 | St, at) is the probability of transitioning from s; to s;; under action a;
at time step t. The transitions are deterministic, once action a, is selected, the next state
5¢+1 1s known. (iv) r, is the reward function and c; is the ¢-th constraint function. And
(v)  is the discount factor € [0, 1].

The goal is to maximize the total expected malevolence reward while ensuring the
constraints are under thresholds:

max Jr, (mg) = E lz 7t (ry (C, fct,at))l , €}
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Jes (71—9) = E[tzo '7t (03(‘%" jt)) ] < as,
where 7y is the policy network, which is implemented by the iterative attacker; 6 is the
parameter of iterative attacker; r, is the reward function, which is implemented by the
reward evaluator; v are the parameters of reward evaluator; ¢, cq, c3 are the consistency,
fluency, and non-malevolency cost functions, respectively; oy, aia, ceg are the pre-defined
thresholds for the cost functions. The sum is over an infinite number of time steps, but
we use finite horizons for ¢ in practice.
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The constraints are explained as follows: (i) J;, (7g) is the consistency constraint.
To ensure that adversarial sample Z; is consistent with =, we embed = and Z; with
a BERT model and use the cosine similarity between the BERT embeddings as the
consistency score. (ii) J.,(mg) is the fluency constraint. We penalize actions leading
to non-fluent outputs using the perplexity score [50] to measure the fluency of &; by
—1 ?:1 log(P(wj|lwj_1,w;—2,...,w1)), where n is the number of tokens in &; and
wj is the j-th token. (iii) J.,(mg) is the non-malevolency constraint. To ensure that
adversarial sample Z; does not introduce extra malevolence, we use the change of
malevolence confidence score between = and Z; as the non-malevolency score, i.e.,
S(Z+) — S(x), where S is malevolence confidence score from a binary BERT-based
malevolence classifier [49].

We apply Lagrange relaxation to approximate the constrained optimization prob-
lem [46] and aim to solve the following problem:

min max Jy., (m0) — Mo —Je, (m9)) — A2(Jey (m9) —a2) — A3(Jey (m0) —ai3), (3)

where A1, Ao, A3 are the Lagarangian multipliers.

3.3 Iterative attacker

Unlike previous work, which divides sentence editing into token position prediction
and operation prediction [26]], our approach merges them into one with four editing
operations:“K” for keeping a token, “R” for replacing, “D” for deleting, and “I”” for
inserting. We build an editing policy network, i.e., iterative attacker (IA), mp, based on
BERT to generate a sequence of operations. The iterative attacker takes (C, ) as input
and uses separator “[SEP]” after each utterance except the last one. We feed tokens into
BERT to output representations H; in the original utterance and apply a linear layer with
parameter Wy and by to predict action a;:

mo(at|sy = (C, &) = softmax(WyHy; + by), 4)

where Wy and by are the parameters to be learned during the training process.

3.4 Reward evaluator

To solve the constrained Markov decision process problem and train iterative attacker
with reinforcement learning, we need to get the reward for each editing operation, which
is unknown. We only know the malevolence feedback of the final edited utterance Z,
where the iterative attacker predicts “K” (keep(i;[4])) for all tokens of Z;. Therefore, we
learn a reward evaluator 7, parameterized by 1) to estimate the reward for each token.
We take the hidden state H; of BERT as input and feed them into the MLP to output a
reward for each editing operation of the corresponding token position:

ry(rls = (C, 2t),a = a;) = sigmoid(Wy Hy + by), ®)

where Wy, and b, are the parameters to be learned during the training process.
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3.5 Two-stage learning

To speed up training, we warm up the iterative attacker and reward evaluator with an
offline learning stage by making use of the existing MDRDC corpus [49]. First, we
train iterative attacker, reward evaluator, and A\ with trajectories generated by a pseudo
trajectory generation process. The parameters of iterative attacker and reward evaluator
are passed to the online learning stage. Then, we use the iterative attacker to attack victim
models and sample trajectories generated by the iterative attacker to update iterative
attacker, reward evaluator, and A with an online learning stage. To train the reward
evaluator, its gradient is given by:

VLN 0,0) = —Erep+ [ Vo o (T)] + Erep- [ Ve ry(7)], (6)

where T is a trajectory of state-action pairs from g to &y, i.e., [(C, &o), ao, (C, 1), a1,
.oes (O, #4), ay, . ... We use pseudo trajectories as D and D~ in the offline learning
stage and use actual trajectories as DV and D™ in the online learning stage [10/52]]. In
practice, we treat malevolent trajectories as D and non-malevolency trajectories as D~
Reward training by maximizing the distance between positive and negative trajectories
may not provide enough guidance for the learning process. Therefore, we introduce a
margin as an additional reward to better guide the editor in attacking dialogue models
and subtract a minor offset J from the rewards of all negative instances [[13I15I39]. The
gradient of the iterative attacker and A parameters are:

VoL (A, 0,1) = Erep(ry(C, 24, ar) + Acr(z, 24) — Aaca(w, 34)
- A363($5 i‘t)) YL log 71—(9(0’ jjh a’t)a (7)
VAL()V 07 ¢) = ETED([_Cl(xa :'i't)a 62(337 ',f:t)7 CS(:E7 jf‘t)]) + [_ala Qg, a3]7

where D = D% U D~. In both stages, the parameters of iterative attacker, reward
evaluator and A\ are updated as:

Ors1 = Ok +m Vo L( Ak, Op, Yrc),
Vg1 = Vi + 02 Vo LAk, Ok, ), (8
Akt = Ak — 13 Va L( Ak, Ok, Yrc),

where 11, 12, 73 are learning rates.

In the offline learning stage, we use a pseudo trajectory generation (PTG) process
to generate pseudo trajectories Dygeq. Dpser, and a malevolence feedback signal, are
used to train the parameters of reward evaluator, iterative attacker, and \. The pseudo
trajectory generation process is shown in Alg. [I] I" denotes replacing each editing
operation ay with its opposite editing operation, e.g, if ay is “D”, I'(ay) becomes
“I”. To improve the policy network training efficiency, we select a subset of available
trajectories [21]. We vary the ratio of the number of malevolent and non-malevolent
trajectories to achieve optimal performance; the effect of this ratio is discussed in §5.3]
To train reward evaluator, the gradient of the reward evaluator is estimated by Eq. [f]
except that we use pseudo trajectories D,ysey, to replace Dt and D™

In the online learning stage, we train iterative attacker and reward evaluator based on
the parameters learned in the offline stage and re-initialize A. Similar to offline training,
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Alg. 1: Pseudo trajectory generation

Input: Corpus {(C,Z)}; M: maximum iteration editing steps; A: generation rule
containing operations; fmim (z): masked language model;
Output: Pseudo trajectories Dpscu .-
for (C, &) € Corpus do
min [1, M];
Zo+ 2,7 +— {20}, T {}:
for stept’ = {1,...,m} do
Randomly sample a;s ~ A,
L1 = frmim (B, 4y );
77 U {(C, at/), Z%t/+1};
for stept’ = {m —1,...,0} do
| 7+ 7U{(C,2y41),I(ap)}
T+ 7U{(C,%0)};
Dpseu~append(7—);

we use reward evaluator to assign the reward for each editing operation and calculate
malevolence feedback. The difference is that we sample actual trajectories D¢, during
the online attacking process from the iterative attacker.

4 Experimental Setup
4.1 Datasets and baselines

We use two datasets: (i) the MDRDC Dataset has binary labels of malevolence and
comprises 6,000 dialogues, encompassing a total of 28,510 utterances [49], which is an
open-sourced dataset; and (ii) the Unlabeled Dialogue Dataset includes 6,000 unlabeled
dialogues from Twitter for a total of 27,143 utterances, which is collected following
Twitter policies.

We choose DialoGPT as the victim model. DialoGPT is a state-of-the-art large-
scale pretrained dialogue response generation model for multi-turn conversations. To
assess the potential impact of dialogue malevolence attack on larger pretrained models,
we also test the performance of the DMA method that is trained with DialoGPT, on
LLaMA-based [38]] chatbots, i.e., Alpaca [36] and Vicuna [7]. We choose Vicuna-7B
and Alpaca-7B as victim models.

We have three baseline models: (i) A naive word replacement baseline that randomly
replaces words in the text with a dictionary of malevolent wordsﬂ including “hate” and
“offensive” which belong to the second-level malevolence categories of the MDRDC
dataset [9/49]. We replace [1, 2, 3] positions in the text for all the datasets and 3
yields the best results. (ii) TDGPN [22]], a reinforcement learning (RL)-based method
to generate utterances that contain target curse words. To make it comparable with our
model, we use all words in [9] as target words. (iii) ToxicBuddy [34]], a benchmark for
attacking dialogue systems to generate toxic responses. For a fair comparison, the model
is fine-tuned with MDRDC.

3 https://github.com/t-davidson/hate-speech-and- offensive-language
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4.2 TImplementation details

We implement Iterative attacker based on BERT with a vocabulary of 30,522 tokens.
We set the max sequence length to 256, the hidden size to 768, and the edit vocabulary
to 2,000. We use a two-layer MLP with hidden sizes [768, 768] for the modeling of
the Reward evaluator module. « is set to [1.0, 5.834, 0.0] to ensure consistency with
the original samples. We use the Adam optimizer to train all models. We use greedy
decoding strategy for both ROTATION and ToxicBuddy, except in cases involving
multiple attacks, and we use sampling decoding strategy for TDGPN. The models are
trained with a maximum of 40 epochs on GeForce RTX 3090 GPUs.

4.3 Evaluation

We conduct both automatic and human evaluations to evaluate ROTATION. First, auto-
matic evaluation concerns attack success rate, attack sample quality, and attack efficiency.
Second, human evaluation concerns the former two dimensions.

For attack success rate, we report redundant attack success rate (RASR) and distinct
attack success rate (DASR). RASR follows previous research [16/40], and DASR is used
since the models tend to modify the original utterances into the same text and generate the
same responses, which is effective but perceptible. RASR can not reflect the effectiveness
considering duplication. RASR is defined as RASR = NT, where N*“¢ is the number
of adversarial samples that provoke malevolent responses and N is the number of
adversarial samples. We use a binary classifier trained on the MDRDC dataset to identify
the malevolent response. We also propose distinct attack success rate (DASR), which is
the attack success rate with duplicate adversarial samples corrected: DASR = & ;,O -

For attack sample quality, we report the results of six metrics. The consistency,
fluency, and non-malevolency follow Eq.[2] Distinct-1 and distinct-2 are used to define
the diversity of the response. Coherency is used to evaluate whether the generated
adversarial sample is coherent with the original utterance.

For attack efficiency, we report Artack Times (AT) and attack times (AT)-metrics
curves. For each time of attack, different methods input queries to the model. With more
attack times, the attack success rate increases. Attack times at a targeted attack success
rate threshold (RASR reaches 95%) and the AT-metrics can evaluate the efficiency of the
multiple attacks. For a single attack, we iteratively edit utterances at most M steps and
feed the adversarial samples in the last step into a victim model. For multiple attacks, we
edit the failed adversarial sample to get a new adversarial sample and leave the successful
one unchanged. We continue this process till the RASR reaches 95%. Then, we calculate
the number of times we feed the adversarial samples to a victim model.

We designed a questionnaire for the human evaluation for the MDRDC test dataset.
First, we ask workers to label if the current user utterances are malevolent. Second,
we ask workers to label if the attacking samples are malevolent, fluent, and consistent
with the current user utterance. Third, we ask workers to label whether the generated
response from the chatbot system is malevolent. We randomly choose 500 samples from
the ToxicBuddy and ROTATION for labeling. All questionnaire answers are binary. In
terms of quality control standards, we use a minimum of 500 HITs and a 97% approval
rate for workers in Amazon MTurk. The calculation of human evaluation metrics is
similar to automatic metrics.
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Table 2: Two-stage single attack results. Bold denotes the best results except for the orig-
inal utterances as input. Original denotes attacking with original utterances. Underline
denotes the best results among all methods. * denotes statistically significant improve-
ment compared to all the baselines based on the t-test (p < 0.05).

DatasetMethod DASRRASR Con Flu Non-mal Dist-1 Dist-2 Coh
Original 9.18 9.24 1.0000 5.834 0.0000 0.08320.50910.7136

8 Random 10.40 10.44 0.7199 7.560 0.3836 0.07380.55130.7052
QQ‘ TDGPN 9.96 12.25 0.4840 6.576 0.3067 0.07620.38140.3930
= ToxicBuddy 12.53 42.52 0.5018 4.701 0.3711 0.03000.13560.6779

ROTATION 28.43* 29.38 0.7873* 5.787 0.2852" 0.07700.42110.6503
- Original 8.58 8.65 1.0000 5.281 0.0000 0.09960.55890.7225
<~ Random 9.90 9.93 0.7145 7.247 0.4084 0.08740.58900.7169
s TDGPN 10.82 14.47 0.4675 5.441 0.2852 0.09040.39970.4004
5 ToxicBuddy 11.31 43.59 0.4925 3.714 0.3614 0.03920.16820.7031

ROTATION 17.70" 18.82 0.7687* 5.331 0.1377" 0.09420.49390.6663

Table 3: Two-stage multiple attack results on the MDRDC dataset when the attack time
is 18. Bold face: the best performance.

Method DASR RASR Con Flu Non-mal Dist-1 Dist-2 Coh

Random 48.79 49.96 0.6016 8.122 0.6325 0.0545 0.4163 0.6441
TDGPN 60.46 78.48 0.4935 6.441 0.4398 0.0629 0.3575 0.4068
ToxicBuddy 78.25 81.07 0.5112 5.768 0.4623 0.0401 0.3260 0.3835
ROTATION 93.87 95.22 0.6197 6.884 0.5501 0.0457 0.4465 0.5243

5 Results and Analyses

5.1 Opverall performance

Performance for a single attack. As described in a single attack denotes that we
generate an adversarial sample once with at most M editing steps. The results are shown
in Table 2l

First, across the two datasets, the DASR of ROTATION, which is trained with both
offline and online stages, is the highest. The RASR score of ToxicBuddy is higher
than that of ROTATION because ToxicBuddy tends to attack the pretrained model
with duplicate adversarial samples. The higher DASR score indicates that ROTATION
successfully attacks the pretrained model and outperforms baselines on attack success
rate with lower duplication.

Second, across the two datasets, the quality metrics of ROTATION are comparable to
the three baseline methods. On the MDRDC dataset and the unlabeled dialogue dataset,
ROTATION outperforms all other methods in terms of consistency, non-malevolency,
and distinct-1. ROTATION achieves the second-best results in terms of fluency and
distinct-2. The reason why the fluency of ToxicBuddy is higher than that of ROTATION
is that the fluency of the original dialogue utterance is high and ROTATION tends to
satisfy constraints rather than dramatically improving the fluency scores of generated
adversarial samples since we set the fluency threshold o to 5.834, which is the fluency
score of attacking with original utterances. The reason that the coherency of Random is
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Fig. 2: Performance of TDGPN, ToxicBuddy (TB), Random (RD), and ROTATION
(with two-stage learning) over different attack times (x-axis) on the MDRDC dataset.
For Flu, lower values are better.

higher than that of the ROTATION is that the GRADE score is a keyword-based metric
and Random would add new keywords into the original utterance. The results indicate
that the quality of adversarial samples from ROTATION drops a bit with regard to the
original utterances, but the fluency is better than the original utterances. The reason
why the quality metrics of original utterances are slightly superior to ROTATION is that
ROTATION is set to satisfy all the constraints with the threshold settings with the score
of original utterances, and during training the model reaches a balance of attack success
rate and adversarial sample quality.

Performance for multiple attacks. To evaluate the attacking efficiency, we attack the
victim model multiple times on the MDRDC dataset and end the attack when the RASR
of ROTATION achieves 95% where AT = 18 to investigate how the attack performance
changes with increasing attack times. For all models, we use a sampling decoding
strategy. The results are shown in Figure [2]and Table 3]

ROTATION has better attack efficiency than ToxicBuddy and TDGPN with accept-
able quality. First, ROTATION consistently achieves higher attack success rates at all
levels of attack times. The improvement of ROTATION in terms of attack quality and
efficiency can be attributed to the consideration of the correlation among edits and the
use of constraints to enhance the overall quality.

5.2 Ablation studies

Ablation analyses of two-stage learning. To evaluate the impact of two-stage learning,
we report the results of ROTATION with only offline learning or only online learning
and compare them with ROTATION in Table

First, the results indicate that incorporating online learning benefits both DASR and
RASR, while the results of other metrics indicate that incorporating online learning
slightly decreases the quality of adversarial samples, but the decrease is acceptable.
Compared with ROTATION with two-stage learning, removing online learning decreases
the DASR and RASR by 57.09% and 58.07%, respectively; the consistency, fluency,
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non-malevolency, dictinct-2 and coherency increase by 5.35%, 5.50%, 8.41% and 4.20%,
respectively; non-malevolency and distinct-1 decrease by 56.31% and 1.17%, respec-
tively. Second, the results show that incorporating offline learning benefits both DASR
and RASR, as well as the quality of adversarial samples. Removing offline learning de-
creases the DASR and RASR by 80.48% and 81.11%; the fluency increases by 52.86%;
consistency, non-malevolency, distinct-1, dictinct-2, coherency decrease by 32.82%,
32.64%, 71.95%, 21.11%, and 29.51%, respectively.

Table 4: Ablation studies of two-stage learning on the MDRDC dataset. Boldface and
underlining indicate the best results in each group. For Flu, lower values are better.

Ablation setting DASR RASR Con  Flu Non-mal Dist-1 Dist-2 Coh

ROTATION 28.43 29.38 0.7873 5.787 0.2852 0.0770 0.4211 0.6503
- online 12.20 12.32 0.8294 6.105 0.1246 0.0761 0.4565 0.6776
- offline 5.55 5.55 0.5289 8.846 0.1921 0.0216 0.3322 0.4584

5.3 Attacking larger victim models

We also conduct experiments to see if ROTATION trained by attacking DialoGPT could
help to improve the success rate when attacking larger victim models. To this end,
we compare ROTATION trained by attacking DialoGPT with the original utterances
when attacking two LLaMA-based victim models, i.e., Alpaca and Vicuna. The results
are listed in Table [5] Compared with attacking DialoGPT, the inferior performance
of ROTATION on Alpaca and Vicuna can be attributed to two factors: the significant
disparity in parameter sizes and the absence of training specifically on Alpaca and Vicuna.
The parameter size of Alpaca and Vicuna is ten times larger than that of DialoGPT,
resulting in increased complexity and potential difficulties in executing attacks.

5.4 Human evaluation

We conduct a human evaluation to evaluate the performance of ROTATION, and we
report the results in Table[6] The results indicate that the ROTATION method has better
performance in attacking the pretrained dialogue model to generate malevolent responses,
and ensures the quality of adversarial samples at the same time. Compared with Toxic-
Buddy, the DASR, consistency, and fluency of ROTATION increase by 56.14%, 60.10%,
and 9.09% respectively and RASR and non-malevolency decreases by 22.84% and
6.47% respectively. The trend is similar to the automatic results in Table [2]

5.5 Hyperparameter analyses

Effect of maximum iteration editing steps. To study the influence of maximum num-
ber of iteration editing steps M, we report the results of different values of M for
ROTATION. First, when M increases, the attack success rate first increases and then
decreases. When M = 2, the model gets the best attack success rate. With overly large
M, the pseudo trajectory generation module excessively edits the original dialogue
utterance and decreases the attack success rate; with smaller M, editing is not enough to
achieve successful attacks. Second, when M increases, the quality first decreases and
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Table 5: Attacking Alpaca and Vicuna for Table 6: Human evaluation results on
MDRDC dataset. ROTATION uses two-stage the MDRDC dataset. “TB” is short
learning and the quality metrics are the same for ToxicBuddy; “ROT” is short for

as in Table 2] “ROTATION.”
Metrics DASR RASR Method TB ROT
Model Alpaca Vicuna Alpaca Vicuna DASR-h 0.228 0.356
Original  10.35 1296 10.35 13.03 RASR-h 0.464 0358
ROTATION 14.58 1440 1477 1491 Consistency 0396 0.634
Fluency 0.572  0.624

Non-malevolency0.278  0.260

Table 7: Results of ROTATION on the MDRDC dataset (with margin).
DASR RASR Con Flu Non-mal Dist-1 Dist-2 Coh

1:0  28.43 29.38 0.7873 5.787 0.2852 0.0770 0.4211 0.6503
1:0.01 31.09 33.84 0.7737 5.674 0.3228 0.0770 0.4279 0.6411
1:0.1 28.40 30.46 0.7686 5.562 0.3106 0.0769 0.4143 0.6410
1:1 9.98 10.03 0.8124 6.720 0.0620 0.0765 0.4600 0.6764

then increases. The reason is that the model maintains a trade-off between the attack
success rate of adversarial attacks and the quality of the generated adversarial samples.
As the attack success rate increases, the quality of adversarial samples tends to decrease.

Effect of the ratio of malevolent and non-malevolent trajectories. We modify the ratio
of malevolent and non-malevolent trajectories (D : D ™) during training to explore how
it affects performance. First, as the ratio decreases, the attack success rate decreases. Non-
malevolent trajectories are not very helpful in demonstrating how to successfully attack
the victim models. Second, with a decrease in the ratio, the consistency of adversarial
samples increases, and the non-malevolency of adversarial samples decreases. Compared
with a ratio of “1:0”, training with a ratio of “1:0.01”, “1:0.01”, and “1:1” has a better
quality of adversarial samples. Non-malevolent trajectories may exhibit lower rewards
for most editing operations, thereby pushing the optimization process towards satisfying
constraints first.

Effect of adding margin score to the reward. Since the ratio of malevolent and non-
malevolent trajectories with “1:0” has the best attack success rate, we assume that
non-malevolent trajectories are not very helpful in training; the reward maximizing the
distance between positive and negative trajectories does not provide perfect guidance
for the training process. To improve the reward, we add reward margins to the reward
function of positive and negative trajectories. We consider [0.15, 0.2, 0.25] for the offset
¢ and choose the best result. Table [/|shows the results of adding a margin to the reward.
It improves the attack success rate of ROTATION by providing better guidance for
the non-malevolent trajectories. First, with a margin added, compared with ratio “1:0”,
the ratios of ““1:0.01” and “1:0.1” achieve better DASR, RASR, indicating enhanced
dialogue malevolence attack ability. Compared with the best result of no margin (ratio
“1:0”), adding the margin score improves the results. The improvement in attack success
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rate comes with a decline in consistency, non-malevolency, and coherency; fluency,
distinct-1, and distinct-2 do not decline.

6 Conclusion and Future Work

We have introduced the dialogue malevolence attack task, formulated it as a constrained
Markov decision process problem, and proposed ROTATION, a pseudo trajectory genera-
tion-based two-stage reinforcement framework to identify pretrained dialogue model vul-
nerabilities and generate high-quality adversarial samples. ROTATION uses an iterative
attacker considering the correlation between edits. The effectiveness and imperceptible
adversarial sample generation ability of our method are confirmed through extensive
experiments and analyses.

Our work confirms that a proportion of utterances with small perturbations would
trigger malevolent responses that may cause great harm to users. The attack model
helps understand the vulnerability of victim models and provides a basis for developing
defense mechanisms. The goal of our work is not to attack existing systems but to
discover the possible malevolent content generation risks of pretrained dialogue models
and provide improvement hints for the deployment of safe dialogue system applications.
This work can be used to discover potential malevolence risk instances; these instances
can be used to enhance the training effect of the malevolent dialogue detection model and
to detect whether a model reply is safe in the actual system. Nevertheless, the outcomes
of this work could be misused to produce malevolent content in online dialogue systems
and harm users. We believe the risks are outweighed by the benefits as there have been
similar studies in the past [22/34].

In the future, we plan to attack victim models with evaluation based on more fine-
grained classifiers. We will also work on the creation of defense mechanisms to fix the
vulnerability of the victim models.

Reproducibility

The code and the Unlabeled Dialogue Dataset used to obtain the results are available
at https://github.com/ruiqili001/DMA. The binary classifier trained on the MDRDC
dataset is available at https://huggingface.co/mjmm/mal_classifier. The MDRDC dataset
is available at https://github.com/repozhang/malevolent_dialogue.
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