AnnoRank: A Comprehensive Web-Based Framework for Collecting Annotations and Assessing Rankings

Clara Rus  
University of Amsterdam  
Amsterdam, The Netherlands  
c.a.rus@uva.nl

Gabrielle Poerwawinata  
University of Amsterdam  
Amsterdam, The Netherlands  
g.poerwawinata@uva.nl

Andrew Yates  
University of Amsterdam  
Amsterdam, The Netherlands  
a.c.yates@uva.nl

Maarten de Rijke  
University of Amsterdam  
Amsterdam, The Netherlands  
m.derijke@uva.nl

Abstract
We present AnnoRank, a web-based user interface (UI) framework designed to facilitate collecting crowdsourced annotations in the context of information retrieval. AnnoRank enables the collection of explicit and implicit annotations for a specified query and a single or multiple documents, allowing for the observation of user-selected items and the assignment of relevance judgments. Furthermore, AnnoRank allows for ranking comparisons, allowing for the visualization and evaluation of a ranked list generated by different fairness interventions, along with its utility and fairness metrics. Fairness interventions in the annotation pipeline are necessary to prevent the propagation of bias when a user selects the top-k items in a ranked list. With the widespread use of ranking systems, the application supports multimodality through text and image document formats. We also support the assessment of agreement between annotators to ensure the quality of the annotations. AnnoRank is integrated with the Ranklib library, offering a vast range of ranking models that can be applied to the data and displayed in the UI. AnnoRank is designed to be flexible, configurable, and easy to deploy to meet diverse annotation needs in information retrieval. AnnoRank is publicly available as open-source software, together with detailed documentation, at https://github.com/ClaraRus/AnnoRank.
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- Information systems → Relevance assessment;  → Human-centered computing → Visualization toolkits.
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1 Introduction
Search systems have become an integral part of everyday life, used for finding relevant items given various domains such as shopping items, images, and even candidates for a vacancy. Given their significance and broad applicability, assessing the responses of search systems is important.

In order to create or assess a search system, we need to collect relevance judgments. Relevance judgments can be collected through implicit or explicit feedback [7]. Explicit user feedback means that users explicitly assess the relevance of a document for a given query [8] using some predefined labels (e.g., on a scale of 1 to 5). Implicit user feedback is collected through the interactions performed while browsing the search results. For example, such interactions may include clicks, mouse movements, time spent to view an item’s description or a person’s profile.

There are several annotation tools that support the annotation of query-document pairs given a set of labels. Relevance! [10] is a tool that enables the annotation of query-document pairs given a set of configurable labels. FiRA [6] introduces finer-grained relevance grading at the level of passages and words. Similarly, DocTAG [4] and Doccano [15] offer the possibility of annotating documents at the passage level, as well as images. Neves and Ševa [16] provide an overview of text and document annotation tools. For example, WebAnno [22] is a comprehensive linguistic annotation tool that supports several functionalities, including POS tagging, semantic relations, and more. DocTAG [4] and Doccano [15] can be used as well in the annotation of text for NLP tasks.

While the landscape of annotation tools is rich, current options have limitations, often lacking the ability to gather implicit feedback and being confined to displaying only query-item pairs rather than a ranked list of items. However, understanding the user’s behavior within a search platform is crucial, as it involves aspects such as search quality, relevance evaluation, user satisfaction, preference for their search, and interface design. Existing logging tools like Yasbil [1], LogUI [12], and Big Brother [17] can bridge this gap by providing the necessary functionalities to collect implicit feedback and generate logs based on user activities in a script that can be embedded in a web-based user interface. Therefore, in addition to the functionalities of existing annotation tools, AnnoRank uses
AnnoRank, a web application tool, serves two primary functions. The interface is also designed to be user-friendly and intuitive, allowing crowdsource annotators with varying expertise levels to participate in assessments. Integration with external libraries, such as Ranklib, fairness libraries, and interrater reliability measurement tools, enables support for critically assessing annotations and thereby enabling fairness interventions in the ranking system pipeline and mitigating biases.

2 Tool Description

AnnoRank, a web application tool, serves two primary functions. The first function allows for collecting explicit and implicit annotations for a single query by recording annotators’ item selections.

Annotation tasks can be performed using crowd-sourcing platforms such as Prolific,1 MTurk,2 and more. Other than providing a tool for performing relevance judgment tasks, AnnoRank is also integrated with ranking and fairness libraries, which makes it more robust when such use-cases are needed. It also supports visualisation and comparisons of rankings together with computed metrics and inter-annotator agreements.

In summary, AnnoRank offers three main UI functionalities for collecting annotations: (i) displaying a query-ranked result list pair, (ii) displaying a query-item pair, and (iii) comparing two ranked lists given a query.

Researchers or users with minimal web development experience can utilize the tool, as the UI can easily be configured using specific configuration files in JSON format for each functionality in AnnoRank. The interface is also designed to be user-friendly and intuitive, allowing crowdsource annotators with varying expertise levels to participate in assessments. Integration with external libraries, such as Ranklib, fairness libraries, and interrater reliability measurement tools, enables support for critically assessing annotations and thereby enabling fairness interventions in the ranking system pipeline and mitigating biases.

2.1 Interaction Annotation UI

In comparison to existing annotation tools, AnnoRank has the option to display a query-ranked relevant documents pair, for which one can configure the UI to collect both implicit and explicit annotations. Figure 1 shows how the UI will display the query-ranked relevant documents pair, with the task description and the query at the top of the page followed by the ranked list of items. Depending on the type of feedback that one desires to collect, the UI can be configured to display a check-box with which the user can select the top-k relevant items given the query and a View button with which the users can view more information about the item. When clicking on the View button, the field of the item will expand as shown in Figure 1 View Field. This design aims to simulate a scenario where users browse the ranked list of items, clicking on items to view more information and make an informed decision. This tool uses timestamps to measure and record implicit feedback, such as time spent on each ranking item and the order of the selected top-k items. The web activities by the user can also be inspected thoroughly with the help of the Big Brother [17] logging tool. Depending on the Big Brother configuration in AnnoRank, the tool will generate a log file of mouse activities, such as clicking on a specific HTML item and mouse movement on the web page.

2.2 Score Annotation UI

Similar to existing annotation tools, AnnoRank supports the collection of annotations for a query-item pair. Figure 2 shows how the UI will display the query-item pair, with the query at the top of the page followed by the item. Given a query, the user can explicitly choose a label using the label buttons at the bottom of the page to indicate the item’s relevance. These labels can be customized to cover any value range or boolean values, with numerical and textual label types based on the assignment’s requirements. The mouse activities in this part of the UI can also be monitored with the Big Brother logging tool.

2.3 Ranking Comparison UI

Similar to [9, 18], AnnoRank has the option to compare two rankings side by side. Figure 3 shows the comparison UI, which displays in the top of the page the query, and below the two rankings to be compared. This comparative view is instrumental for researchers, providing a means to critically evaluate and contrast the output of various ranking algorithms or examine the effects of applied fairness measures. By comparing ranking models, it can also help researchers determine the complexity of user preferences, assess different approaches in generating recommendations based on user-specific features.
Additionally, the UI displays the average views collected for each item, considering the displayed ranking. The tool is integrated with the Pytrec Eval [19] library, which supports all utility metrics defined by the library. The fairness metrics that the tool supports are selection parity, parity of exposure, and IGF (in group fairness) [20]. Lower values mean the ranking offers equal representation/exposure among the groups, while for IGF higher values mean more in group fairness. It is to be noted that the metrics are not meant to be shown to the annotator.

2.4 Additional Support

Users tend to prefer the first top items without scrolling to the bottom of the page [5]. Top positions receive more attention from the user, introducing bias in the ranking system. For this reason, AnnoRank offers additional support for applying fairness interventions in the pipeline of a ranking system. The tool’s fairness interventions ready to use are FAIR* [23], a post-processing fairness intervention, and CIF-Rank [21], a pre-processing fairness intervention. This is especially useful for researching fairness in ranking. In addition, the tool offers support for training a ranking model and applying the model to the data to be displayed. The ready to use ranking models (e.g., RankNet [2], ListNet [3]) make use of the implementation provided by the Ranklib\(^3\) library. AnnoRank supports applying the fairness interventions on the input/output of the ranker, as well as applying a combination of fairness interventions. More details about using the rankers and the fairness interventions can be found in the provided documentation, along with easy-to-follow steps about integrating other ranking toolkits or fairness interventions.

To ensure the quality of the inter-annotator reliability toward the assigned tasks, we use the Python agreement\(^4\) library to compute the Kappa statistics such as Krippendorff’s, Cohen’s, and Weighted Cohen’s kappas. These kappas’ values range from −1 to +1, with +1 indicating perfect reliability, while −1 indicating systematic disagreements among raters [13].

3 Implementation and Usage

3.1 Requirements

We use docker containers to handle our applications and database. Docker\(^5\) improves reproducibility in software and web engineering research [14] and also simplifies the deployment of our web applications. With docker, AnnoRank can be deployed in most hosting machines. AnnoRank is built with the Python Flask\(^6\) framework and employs MongoDB\(^7\) as the underlying database.

3.2 Usage and Workflow

In order to launch the app, it is necessary to define configuration files that specify the dataset and other variables required for the UI components. Afterward, by calling the run_apps.sh script, it will trigger the creation of the docker containers. A new database is automatically generated with the necessary collections for each dataset. Once the app is up and running, the web apps can be accessed through the following links:

- **Interaction Annotation UI:**
  http://localhost:5000/start_ranking/\(<exp_id>\)

- **Score Annotation UI:**
  http://localhost:5003/start_annotate/\(<exp_id>\)

- **Ranking Comparison Visualise UI:**
  http://localhost:5001/start_compare/\(<exp_id>\),

The ports are defined in the docker-compose file; if needed, one can change the ports to other values. The \(<exp_id>\) is the ID of the assignment to be displayed to the users. An assignment can consist of one or more assessments, that one should define in an experiment configuration file. Each UI app has a specific format for defining the assessments. Optionally, one can adapt the UI to include extra

\(^3\)https://sourceforge.net/p/lemur/wiki/RankLib/
\(^4\)https://pypi.org/project/agreement
\(^5\)https://www.docker.com/
\(^6\)https://flask.palletsprojects.com/en/3.0.x/
\(^7\)https://www.mongodb.com/
requirements in the task description for each assessment. The assessments are displayed in a random order to each user, and not in the order defined in the configuration file.

AnnoRank supports adding attention-check tasks to ensure that the collected annotations are of sufficient quality, and the crowd-source annotators are actively engaged in the task and not simply rushing through it. Researchers may also filter out responses from annotators who do not perform as expected.

If multiple experiments needed to be run on the same dataset, one needs to define a configuration file for each experiment and only change the \texttt{exp_id} in the link. To run multiple experiments on different datasets, one needs to run a docker instance for each dataset and define the experiment to run in a configuration file for each dataset. The collected data can be exported as either JSON or CSV files. Researchers can execute the \texttt{iaa_metrics.py} app at any time to generate the computation of the kappa’s statistics.

### 3.3 Flexibility

AnnoRank is designed to be flexible, configurable, and easy to use. Adapting the UI of the app to specific requirements does not require prior knowledge of programming as one only needs to define the UI varied components and functionalities in the configuration file. Still, there are some specific components that are dependent on the UI functionality. For example, for the Interaction Annotation UI one can opt to include buttons and specify the information to be displayed under the expanded tab. For the Score Annotation UI, one can define the score range of the score bar. Finally, for the comparison functionality, one can define which metrics to display.

Adapting the tool to work with a new dataset is straightforward as it only involves defining a Python \texttt{data_reader} class that should convert the dataset format to a tabular format. AnnoRank can be used with any data format. Next, AnnoRank supports the automatic insertion of the data into the database as long as the mandatory fields are present in the tabular format of the dataset. On top of the mandatory required fields, the tool automatically adds the rest of the columns present in the data as dynamic fields. The documentation provides ready to use examples of integrating a new dataset into the AnnoRank tool as well as a step by step tutorial (Section 7 & 8).

As pointed out above, AnnoRank is integrated with the Ranklib library and several ready-to-use fairness interventions. This integration allows users to employ advanced ranking algorithms while ensuring that search results are relevant and fair. Incorporating the user interface ranking tool with Ranklib or other ranking libraries may widen the possibility of using more ranking models. Also, the fairness intervention library helps prevent biases in the results, promoting inclusivity. Integrating alternative retrieval toolkits into AnnoRank is straightforward, ensuring flexibility and ease of use by only writing an additional wrapper class. This modular approach facilitates customization and adaptation to various researcher needs.

AnnoRank can easily be adapted to various annotation scenarios given that the query placeholder and item(s) placeholder can display both text and image. For example, one could use AnnoRank to judge the generated responses of a RAG system as well as the retrieved list.

### 3.4 Usability Study

So far, AnnoRank was used to collect explicit and implicit feedback for a recruitment dataset as part of the FINDHR\textsuperscript{2} initiative of understanding the effect of ranking strategies in recruitment. To further test AnnoRank in real environments, we conducted a small-scale usability study. Among other things, the participants were asked to follow the assignment presented in Figure 1 and 2. After completion of the assignment we conducted an interview to evaluate their experience. In total, we had 14 participants with a computer science, management, and physics educational background, out of which 3 tested only the set-up. Each assignment was tested by 5 participants.

Following [11], we conducted interviews with the participants in which we asked them to evaluate the assignment in terms of appearance, content, navigation, and functionality. 9 out of 11 participants reported that AnnoRank has an intuitive, straightforward and usable user interface. Regarding the annotation assignments, participants reported that the task was easy to follow and straightforward to complete. Additionally, we evaluated the technical setup of AnnoRank by asking participants to download AnnoRank and start the app. The participants considered the setup straightforward and easy to follow. The install time was considered to be reasonable.

In response to the feedback received during the usability study, we performed the following improvements: made the View Button more visible and added the possibility to automatically highlight terms from the query in the item’s text to ease the annotation task. Installing the app on Windows required extra requirements that we added in the ReadMe after conducting the usability study and installing docker on Mac OS 11.5 failed.

### 4 Conclusion

To address the lack of annotation tools for a query-ranked list of items pair, we have proposed a web-based user interface (UI) framework that supports the collection of both explicit and implicit annotations in this setting, together with integration with various ranking, fairness intervention, and interrater agreement library. AnnoRank is designed to be flexible, configurable, and easy to use to meet diverse requirements and a larger audience.

The tool offers three main UI functionalities: (i) the option to collect both explicit and implicit annotation for a ranked list of items given the displayed query, (ii) the option to collect graded relevance annotations for an item given a query and (iii) the option to compare two rankings. Finally, we conducted a usability study to test AnnoRank in real environments, which concluded that AnnoRank is easy to start and intuitive to use. The open-source software together with detailed documentation are publicly available.

As for limitations, the current implementation of the supported fairness metrics can be computed only for binary groups; thus, in the future, the metrics should be adapted for more than two values. AnnoRank offers the possibility to collect the top-\(k\) relevant items while also collecting the order in which the user selected an item, from which one can infer that the first selected item is more relevant than the second. In the future, we intend to adapt AnnoRank to support graded relevance annotations for the query-ranked result list pair UI functionality.

\textsuperscript{2}https://findhr.eu/

---

\textsuperscript{3}https://github.com/ClaraRus/AnnoRank/blob/main/external-resources/Anno_Rank_Documentation.pdf
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