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ABSTRACT
We focus on detecting potential topical experts in community ques-
tion answering platforms early on in their lifecycle. We use a
semi-supervised machine learning approach. We extract three types
of feature: (i) textual, (ii) behavioral, and (iii) time-aware, which
we use to predict whether a user will become an expert in the
longterm. We compare our method to a machine learning state-
of-the-art method in expertise retrieval. Results on data from Stack
Overflow demonstrate the utility of adding behavioral and time-
aware features to state-of-the-art method with a net improvement
in accuracy of 26% for very early detection of expertise.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: H.3.3 Information Search
and Retrieval
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1. INTRODUCTION
Community Question Answering (CQA) sites such as Stack Over-

flow1 provide a growing resource of information. Users contribute
and interact by posting questions, answers and comments, and pro-
vide feedback by voting on questions and answers and by select-
ing the best answer to their question. Key to the success of CQA
platforms are the users that can provide high quality answers to
the more difficult questions posted, however, this type of user is
scarce [10, 11]. In this setting, it becomes important to stimulate
the growth of the group of users who provide the most useful an-
swers. There are several methods for doing so; applying gamifi-
cation methods on the website for incentivizing users to contribute
their expertise is one [2]. Another angle to this challenge is to de-
tect and nurture users with topical expertise early enough so we can
recommend questions relevant to their expertise [7]. Central here,

1http://stackoverflow
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and our aim, is to identify users with a strong potential to become
prolific users on a subject, i.e., potential topical experts, from their
first interactions with the platform. The main challenge here lies in
inherent data sparsity issues: how to profile an expert given only a
handful of data points, i.e., questions, answers and comments.

Detecting topical expertise is a well-studied problem, which re-
lates to expertise finding and retrieval [3]. Common to all meth-
ods is the profiling of a user and a topic for generating candidate
matches. In our scenario, a user’s expertise manifests itself via
multiple channels, e.g., comments, questions, answers, accepted
answers. Our hypothesis is that when we combine information
from these channels, we can accurately detect early expertise even
in scenarios where data is sparse. Focusing on early expert detec-
tion in CQA, Pal et al. [5] apply a machine learning approach to
identify general experts during the first few weeks after their first
answer. Bouguessa and Romdhane [4] propose a parameter-free
mixture model-based approach for identifying of authorities in on-
line communities. Pal et al. [6] observe how behavioral signals
evolve over time for grouping experts. Our work differs from pre-
vious work on early expertise discovery in two ways: (i) in how
we define early expertise, and (ii) we study and report on the im-
portance of combining a large number of textual, behavioral and
time-aware signals for detecting early expertise.

We cast the task of early detection of topical expertise as a clas-
sification problem: to decide whether a user will be an expert in
the long-term by using evidence from increasingly long timespans
of a user’s early behavior. We define early expertise based on the
number of best answers given by a user. A best answer is the one
answer that gets accepted by a question poster as a the most use-
ful. Users with ten or more best answers on a topic are consid-
ered experts on the topic. We engineer three feature sets to capture
early expertise: (i) textual, (ii) behavioral, and (iii) time-aware. We
seek to answer the following research questions: (RQ1) What is
the impact on classification effectiveness when we use each feature
set individually and in combination over state-of-the-art methods
in expertise finding? Does performance remain stable over time?
(RQ2) What is the most important feature set for early detection of
topical expertise among: textual, behavioral, and temporal feature
sets? (RQ3) What is the most important individual feature within
and across feature sets? To answer these questions we use data from
Stack Overflow, a CQA platform for programming-related topics.2

Our experimental results show significant improvements over the
state-of-the-art methods in expertise finding and validate the utility

2Our dataset is publicly available from http://ilps.
science.uva.nl/resources
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of using behavioral and time-aware features from multiple behav-
ioral channels. Results also show we can achieve high accuracy
in early detection of topical expertise at relatively early stages of a
user’s lifespan, i.e., F1 score 0.75 at user’s first best answer.

2. APPROACH
Our approach for early discovery of potential experts is based on

a semi-supervised machine learning method. We extract a set of
features indicative of a user’s expertise on a topic, which we use to
train a classifier that learns whether a user shows signals of early
expertise given a topic. We cater for early expertise by carefully
crafting the training data used to train the classifier. Our method is
semi-supervised because we automatically generate training data,
by labeling experts in a data-driven manner; see Section 3.

We first need to define early expertise. Although time is a natural
way for separating early from seasoned experts, the diverse behav-
ioral patterns among experts make it hard to define early expertise
using time in an experimental setting [6, 8, 9]. One future expert
might submit ten best answers within two days after joining while
another may post one comment during their entire first week. We
define expertise based on best answers. Here, a best answer is one
that gets accepted by the question poster. The more best answers a
user gives, the more expert they are. We took as experts those users
with one standard deviation number of best answers larger than the
average user. On our dataset (see below) this translates into peo-
ple with more than nine best answers on a topic. Early expertise
is defined as the expertise shown by a user between the moment
of joining and becoming an expert, based on the best answers pro-
vided. We interpret the values of the selected features between the
moment of joining and becoming an expert as the strength of a
user’s early expertise, and predict future expertise based on it.

Table 1 provides a summary of the features we use.
Textual features. We build on prior work on expertise retrieval by
[3]. It aggregates a user’s textual relevance scores of answers as
an indication of expertise. We start with generating a profile per
topic—here, a topic is a tag associated with a question on Stack
Overflow—by retrieving all questions that are associated with the
topic along with all comments, answers, and comments to answers
associated with the question. We profile terms by ranking them us-
ing tf.idf scoring and select the top-100 terms for a topic’s profile.
For profiling users we retrieve all answers that are posted by a cer-
tain user that are associated with the topic. Once we have topic and
user profiles, we apply Model 2 [3] to determine the user’s textual
relevance to the topic. In particular,

p(q|ca) =
∑

d∈Dca
f(d, ca) · p(d|ca), (1)

where q is a topic, ca is a candidate expert, d is a document (i.e.,
question, answer, comment), f(d, ca) is a function denoting the
textual similarity between the textual profiles of a document and a
candidate user, and Dca stands for the documents of the candidate,
in our case the answer history of the user. We consider three readily
used textual similarity functions as individual features: (i) language
modeling (LM), (ii) BM25 (BM25), and (iii) tf.idf (TFIDF).
Behavioral features. On top of our textual features based on ex-
pertise retrieval, we mine a user’s posting behavior to extract nine
features that are indicative of their expertise. We extract these fea-
tures per topic. Below, we describe them shortly.

Number of questions, answers and comments are used based on
intuitions, such as that an expert is likely to ask fewer questions
on his field of expertise and could be selective in what questions to
answer or comment on. Z-Score, a measure to quantify expertise,
is defined as z = a−q√

a+q
[11] and combines the number of answers

and the number of questions into one score. Similarly to z-score,

Table 1: Summary of the three types of feature we consider:
(i) textual, (ii) behavioral, and (iii) time-aware, 25 in total.
ID Feature Gloss

Textual features
1 LM Model 2 using language modeling scoring
2 BM25 Model 2 using BM25 scoring
3 TFIDF Model 2 using tf.idf scoring

Behavioral features
4 Question Number of questions by a user
5 Answer Number of answers by a user
6 Comment Number of comments by a user
7 Z-Score Question-answering ratio
8 Q.-A. Nr. of questions divided by nr. of answers
9 A.-C. Nr. of answers divided by nr. of comments

10 C.-Q. Nr. of comments div. by nr. of questions
11 First Answer Number of first answers a user has posted
12 Timely Answer Nr. of answers posted within 4h by a user

Time-aware features
13 Time Interval Days between joining and N-th best answer
14 LM/T LM / Time interval
15 BM25/T BM25 / Time interval
16 TFIDF/T TFIDF/ Time interval
17 Question/T Question / Time interval
18 Answer/T Answer / Time interval
19 Comment/T Comment / Time interval
20 Z-Score/T Z-Score / Time interval
21 Q.-A./T Q.-A. / Time interval
22 A.-C./T A.-C. / Time interval
23 C.-Q./T C.-Q. / Time interval
24 First Answer/T First Answer / Time interval
25 Timely Answer/T Timely Answer / Time interval

we engineer features that combine different behavioral signals as
ratios between the number of different types of post: Nr. of ques-
tions divided by nr. of answers., Nr. of answers divided by nr. of
comments and Nr. of comments divided by nr. of questions. First
and timely answers a have a higher chance of becoming accepted
by a questioner. Users that show timely answering behaviour are
more likely to get their answers accepted by users.

Time-aware features. We also include features with a focus on ex-
pert’s activity patterns over time. We consider the time interval
between a user’s best answers, and we measure it as the number
of days between the moment a user joined the forum and when the
posted his N-th best answer (1 ≤ N ≤ 9). Our hypothesis here
is that an expert is likely to take less time between posting best
answers than a non-expert user. We create a time-aware version
for each of the textual and behavioral features we discussed above,
by dividing the respective feature value by the time interval. This
provides us, e.g., with the number of answers per day. As the time
interval can substantially vary between users, we expect time-aware
features to be more indicative than their non-time-aware variants.

3. EXPERIMENTAL SETUP
In addressing the early detection of topical expertise problem, we

concentrate on developing features and combinations of features
that can be used for early detection of expertise. In this respect,
our goals are comparable to those of [1, 5]. In particular, we want
to know the effectiveness of our complete set of features, and of
individual feature sets, for classifying users as experts and non-
experts; see Table 2 for a summary of systems we consider.



Table 2: Summary of the systems we consider, and the individ-
ual features they consist of.

ID Type Feature ID Feature

A Textual 1–3 E C + D
B Behavioral 4–12 F A + B
C Time-aware 1 13–25 G A + B + C + D
D Time-aware 2 1–25 per bin

Table 3: Dataset statistics over 100 topics and 90,486 experts.
A user can be expert in more than one topic, contributing more
than one expert.

X per topic Mean Std.Dev Min Max

Users 15,374 13,884 2,271 73,009
Experts 905 1,383 68 6,622
Questions 7,075 15,598 10 90,998
Answers 87,273 156,226 2,150 816,662
Comments 86,959 164,600 1,553 783,430

Our dataset comes from Stack Overflow,3 covers the period Au-
gust 2008–mid-September 2014, and consists of 6,044,028 ques-
tions, 10,794,654 answers and 24,708,671 comments. We select
the 100 most active topic tags in terms of number of questions and
answers to maximize the number of experts we can use for training
and testing. Highly semantically related topic tags are grouped to-
gether. We mark users as experts on a topic when they have ten or
more of their answers marked as best by the question poster, which
is one standard deviation larger than the average number of answers
over all users and topics. Table 3 lists statistics for our dataset.

Machine learning. Our semi-supervised machine learning method
starts out with unlabeled data and adopt a data-driven approach to
labels users who provide above average best answers on a topic as
topical experts. Training data for users is generated on the period
between joining and becoming an expert. To prevent classification
bias in the training set, we balance the number of experts and non-
experts per topic by down-sampling non-experts uniformly over the
number of best answers. We divide this dataset into two: we hold
out 10% for feature engineering and development, and 90% for
testing. We choose to evaluate the effectiveness of three classi-
fiers: Gaussian Naive Bayes, Linear Support Vector Classification
and Random Forest (RF); no parameter optimization is performed.
In preliminary experiments, RF, as implemented in Scikit,4 outper-
formed the other two classifiers, hence we use it for our main ex-
periments. We use Apache Lucene5 for extracting textual features.

We report on F1 scores over each best answer of a user starting
from their first best answer and going up to their ninth answer, i.e.,
one best answer before they are deemed experts. At each step, we
perform 10-fold cross validation on our test set. We use a two-
tailed paired T-test to determine statistical significance and report
on significant differences for α = .05 and α = 0.01.

4. RESULTS AND ANALYSIS
Our first experiment aims at answering RQ1: What is the im-

provement in classification effectiveness when we use each fea-
ture set individually and in combination over state-of-the-art meth-
ods in expertise finding? Does performance remain stable over
time? Among individual feature sets, the textual feature set (sys-
tem A) outperforms the behavioral one (system B) up to best an-
3https://archive.org/details/stackexchange
4http://scikit-learn.org
5http://lucene.apache.org

swer three, and after that we see the reverse, i.e., the behavioral
feature set outperforming the textual one, possibly due to aggrega-
tion of more behavioral data. The combination of all features sets
(system G) shows the best performance among all systems peaking
F1 at 0.7472, and outperforms the baseline (system A) in statisti-
cally significant way. The performance of time-aware feature sets
(systems C and D) hovers around that of system G because they
include all features, just like G, but normalized by time. In gen-
eral, we find that incremental combinations of feature sets improve
performance over the baseline in a statistically significant way (i.e.,
G ≥ E > F). Fig. 1 illustrates the performance of all systems over
time. Common to all systems is a big leap in performance between
best answer one and two, which is likely caused by data sparsity at
the first best answer.

Figure 1: System performance in F1 using individual feature
sets and their combination.

Turning to our next two research questions, RQ2 and RQ3: What
is the most important feature set among textual, behavioral, and
temporal feature sets, and the most important features within and
across feature sets? We perform an ablation study, where we re-
move one feature set at a time from our best performing system
(system G); see Fig. 2. The removal of the two time-aware feature
sets leads to the largest drop in effectiveness. This shows that nor-
malizing features by time helps detecting early expertise in a sta-
tistically significant way. Next, we aim to find out what individual
features in our feature sets have the largest impact in performance.
By incrementally removing individual features, we found a small
set of features that when combined, they perform similarly to our
best system (G): TFIDF (feature 3 in Table 1), Answer (feature
5), BM25/T (feature 15), TFIDF/T (feature 16), Answer/T (feature
18), Time Interval (Time-Aware 2, feature 13). This optimal fea-
ture set is a combination of textual features, time-aware features,
and behavioral features; the kappa-statistic over all best answers is
0.8705, which supports the strong predictive power of this optimal
set of features. An interesting finding is that the z-score, a widely-
used measure for quantifying expertise, although it has performed
well in similar tasks [4–6], in our setting was not selected as an
important individual feature.

To better understand our results, we perform an analysis of the
performance of our best system (G). First, we look at the time dif-
ference between a user’s first best answer and their tenth best an-
swer. Fig. 3 (left) shows that a large number of users become ex-
perts within the same month they post their best answer but there
is also a long tail of users who become experts many months later.
Second, we plot system performance ,on the first best answer, on
the selected feature set, over the time difference between a user’s
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Figure 3: Number of experts that provided their N-th best answer before month X (left). Performance in F1 over experts binned per
time between first and tenth best answer (middle). Performance in F1 over size of topics on first and second best answer (right).

Figure 2: Ablation study on feature sets.

first and tenth best answer in Fig. 3 (middle). System performance
is stable over all time bins, suggesting that our classifier is not over-
fitting for users who become experts in short time, and also perfor-
mance increases for users who become experts many months after
their first best answer. This fact provides evidence that we can ac-
curately detect experts early on (e.g., from 10 to 70 months in ad-
vance). Finally, we look at system performance with regards to the
size of a topic in terms of number of answers for the first and sec-
ond best answer. Fig. 3 (right) illustrates that sparser topics have a
larger variance in performance, which is likely due to data sparsity
itself. However, an interesting finding is that our system performs
on average better on sparser topics than on non-sparse ones. This
may be attributed to that topics with many answers may contain
more noise than sparse ones. In sum, we find that topic size has
little influence on system effectiveness, which provides evidence
that our system can effectively detect experts for both popular and
non-popular topics at an early stage.

5. CONCLUSIONS
We addressed the task of early detection of topical expertise.

We proposed a robust way for defining early expertise based on
the number of a user’s best answers rather than time, catering for
different user activity behaviors. We presented a semi-supervised
approach using textual, behavioral and temporal feature sets, and
demonstrated the effectiveness of our method over a machine learn-
ing, state-of-the-art method for expertise finding. We found that
behavioral and temporal features when combined with textual fea-
tures significantly boost effectiveness peaking F1-score at 0.7472;
an 26% improvement over the state-of-the-art method. Results
demonstrated that our system can accurately predict whether a user

will become an expert from a user’s first best answer; projected in
time, our system makes correct predictions even in 70 months be-
fore a user becomes an expert. Although the features to be used
may vary, accepted answers are a common phenomenon in QA
sites. We therefore expect the method to generalise well within
this domain. In future work, we plan to evaluate our method on
other corpora as well as extend our features to capture more as-
pects of early expertise, e.g., answer quality, diversity, novelty, and
also track how a user’s expertise evolves from one topic to another
over time, which can yield a strong predictor of early expertise.
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