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Abstract— For forensic accountants and lawyers, E-discovery is 

essential to support findings in order to prosecute organizations 

that are in violation with US, EU or national regulations. For 

instance, the EU aims to reduce all forms of corruption at every 

level, in all EU countries and institutions and even outside the 

EU. It also aims to prevent fraud by setting up EU anti fraud 

offices and actively investigates and prosecutes violations of 

competition regulations. This position paper proposes to address 

the application of intelligent language processing to the field of e- 

discovery to improve the quality of review and discovery. The 

focus will be on semantic search, combining data-driven search 

technology with explicit structured knowledge through the 

extraction of aspects, topics, entities, events and relationships 

from unstructured information based on email messages and 

postings on discussion forum. 
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I.  Introduction 

Since the ICT revolution took off around 50 years ago the 

storage of digital data has grown exponentially and is expected 

to double every 18 months [16]. Digital data became of crucial 

importance for the management of organizations. This data 

also turned out to be of significant value within the justice 

system. Nowadays digital forensic evidence is increasingly 

being used in court. The Socha-Gelbmann Report from 2006 

shows a usage of this kind of evidence in 60% of the court 

cases [31]. 

 

The process of retrieving and securing digital forensic 

evidence is called electronic data discovery (E-Discovery). 

The E-Discovery Reference Model [8] gives an overview of 

the steps in the e-discovery process. The retrieval of 

information from large amount of digital data is an important 

part of this process. Currently this step still involves a large 

amount of manual work done by experts, e.g. a number of 

lawyers searching for evidence in all e-mails of a company 

which may include millions of documents [30]. This makes 

the retrieval of digital forensic evidence a very expensive and 

inefficient endeavor [24].  

 

Digital data in E-Discovery processes can be either structured 

or unstructured. Structured data is typically stored in a 

relational database and unstructured data in text documents, 

emails or multimedia files. Corporate Counsel [6] indicates 

that at least 50% of the material of contemporary electronic 

discovery environment is in the form of e-mail or forum and 

collaboration platforms. Finding evidence in unstructured 

information is difficult, particularly when one does not exactly 

know what exactly to look for.  

 

The need for better search tools and methods within the area is 

reflected in the rapid growth of the E-Discovery market 

[32,10], as well as in the growing research interest [34,15,29]. 

This paper positions the research that is carried out through 

joined work from CREATE-IT Applied Research at the 

Amsterdam University of Applied Sciences [7] and the 

Intelligent Systems Lab Amsterdam at the University of 

Amsterdam [17]. It focuses on the application of text mining 

and information retrieval to E-Discovery problems. 

II. Text Mining and Information Retrieval 

Information retrieval (IR) can be defined as the application of 

computer technology to acquire, organize, store, retrieve and 

distribute information [19]. Manning defines IR as finding 

material (usually documents) of unstructured nature (usually 

text) from large collections (usually stored on computers) that 

provides in an information need [23]. Text mining (TM), also 

called text analytics, is used to extract information from data 

through identification and exploration of interesting patterns 

[9]. In TM, the emphasis lies on recognizing patterns. TM and 

IR have a considerable overlap, and both make use of 

knowledge from fields such as Machine Learning, Natural 

Language Processing and Computational Linguistics.  

 

Both TM and IR provide techniques useful in finding digital 

forensic evidence in large amounts of unstructured data in an 

automated way. The techniques can be used for example to 

extract entities, uncover aspects of and relationships between 

entities, and discover events related to these entities. The 

extracted information can be used as metadata to provide 

additional guidance in the processing and review steps in E-
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Discovery. Without such guidance, plain full-text search in 

large volumes of data becomes useless without proper 

relevance ranking. Metadata can be used to support interactive 

drill down search that is more suited for discovering new facts. 

 

Furthermore, information about entities and aspects makes it 

possible to retrieve facts about a person as to what kind of 

position he currently holds, what positions he has previously 

had and what is important about him. Information about 

relationships can be used to identify persons closely connected 

with each other, but also to identify what persons are strongly 

connected to specific locations or (trans)actions. And events 

related to the entity can help one to extract temporal patterns. 

III. Applications 

The above techniques can be useful in many areas, both within 

and outside the domain of E-Discovery. Opportunities can be 

found in the areas of fraud, crime detection, sentiment mining 

(e.g., marketing), business intelligence, compliance, bank-

ruptcies and, as one of the largest areas, e-discovery [27,12]. 

Large regulatory compliance investigations in the areas of 

anti-corruption and anti-trust offer excellent opportunities for 

text mining and information retrieval. Known techniques can 

be optimized and further developed to extract facts related to 

corruption and competition and to identify privileged and 

private information that should be excluded from the 

investigation.  

 

For the detection of competition law infringements one can 

look at how prices develop [4]. For finding corruption one 

could search for suspicious patterns in transactions between 

entities, e.g., clients and business partners. In determining 

confidential data one can think of social security numbers, 

correspondence between client and attorney, medical records, 

confidential business information, etc. But often it is not clear 

beforehand what is sought, and therefore techniques are of 

interest that make the information accessible and provide 

insights so that a user can easily interact with it. 

 

The entities and relations retrieved by the aforementioned 

techniques can be made accessible to the user in various ways. 

Either as additional metadata to documents to be combined 

with full-text search or as relational data in a separate system 

which can process questions in natural language (Question 

Answering System). The former gives a list of documents in 

response, the second can answer in natural language. 

IV. Objective 

Our research will focus on review and in particular on the 

search process. Generic search technology is not the answer. It 

has its focus on high precision results, where the top-ranked 

elements are of prime importance, whereas in forensic analysis 

and reconstruction all relevant traces should be found. In e-

discovery, both recall and precision must be simultaneously 

optimized [26]. As a consequence, in e-discovery, the search 

process is typically iterative: queries are refined through 

multiple interactions with a search engine after inspection of 

intermediate results [5]. 

 

Analysts often formulate fairly specific theories about the 

documents that would be relevant and they express those 

criteria in terms of more-or-less specific hypotheses about 

who communicated what to whom, where, and, to the extent 

possible, why [2]. Representing, either implicitly or explicitly, 

knowledge associated with analysts’ relevance hypotheses so 

that an automated system can use it, is of primary importance 

in addressing the key issues in e-discovery of how to identify 

relevant material [14]. Our research is aimed at providing 

analysts with more expressive tools for formulating exactly 

what they are looking for. 

 

In particular, our research questions are as follows: 

 

RQ1: At least 50% of the material in today’s e-discovery 

environment is in the form of e-mail or forum and 

collaboration platforms [6]. How can the context (such as 

thread structure or the participant’s history) of email messages 

and forum postings be captured and effectively used for 

culling entire sets of messages and postings (as they do not 

answer the question posed)? 

 

RQ2: How can the diversity of issues that relate to the 

question posed be captured in a data-driven manner and 

presented to analysts so as to enable them to focus on specific 

aspects of the question? 

 

RQ3: Social networks, graphs representing probable 

interactions and relations among a group of people, can enable 

analysts to infer which individuals most likely communicated 

information or had knowledge relevant to a query [28,13]. 

How can we effectively extract entities from e-mail messages 

and forum postings to automatically generate networks that 

help analysts identify key individuals? 

 

RQ4: How can we semi-automatically identify the principal 

issues around the question posed? Creating an “information 

map” in the form of a domain-specific and context-specific 

lexicon will help improve the effectiveness of the iterative 

nature of the e-discovery process [36]. 

 

Based on typical user needs encountered in E-Discovery best 

practices, these research questions are situated at the interface 

of information retrieval and language technology. Answering 

them requires a combination of theoretical work (mainly 

algorithm development), experimental work (aimed at 

assessing the effectiveness of the algorithms developed) and 

applications (implementations of the algorithms will be 

released as open source). 

 

V. Innovation 

 

In recent years the field of information retrieval has 

diversified, bringing new challenges beyond the traditional 



text-based search problem. Among these new paradigms is the 

field of semantic search, in which structured knowledge is 

used as a complement to text retrieval [25]. We intend to start 

a research project which pursues semantic search along two 

subprojects: 

 

Subproject 1: integrating structured knowledge (discussion 

structure, topical structure as well as entities and relations) 

into information retrieval models; 

 

Subproject 2: extracting structured knowledge from user 

generated content: entities, relations and lexical information. 

 

We have requested funding for two PhD students, one for each 

of the two subprojects. Subproject 1 will primarily address 

RQ1 and RQ2. Subproject 2 will focus on RQ3 and RQ4. 

 

Work on RQ1 will start from earlier work at ISLA [35] and 

extend the models there with ranking principles based on 

thread structure and (language) models of the experience of 

participants in email exchanges and collaborative discussions. 

 

Work on RQ2 will take the query-specific diversity ranking 

method of [11], adapt them to (noisy) social media and 

complement them with labels to make the aspects identified 

interpretable for human consumption and usable for iterative 

query formulation. 

 

Work on RQ3 will focus on normalization, anchoring entities 

and relations to real-world counterparts as captured in 

structured information sources. This has proven to be a 

surprisingly hard problem [20]. So far, mostly rule-based 

approaches have been used in this setting; the project will 

break down the problem in a cascade of more fine-grained 

steps, some of which will be dealt with in a data- driven 

manner, and some in a rule-based step, following the 

methodology laid down in [1]. 

 

Finally, in work on RQ4, principal issues in result sets of 

documents will be identified through semi-automatic lexicon 

creation based on bootstrapping, using the initial queries as 

seeds [21]. 

 

 

For all the questions described above we plan to conduct 

experiments in which we will implement our newly designed 

techniques and evaluate them by measuring commonly used 

metrics like precision and recall. By experimenting with 

different designs and evaluating them we expect to reach the 

desired level of quality expected from these techniques. 

Evaluation will take place by participating in benchmarking 

events like TREC [33], CLEF [3] and INEX [18] and by 

cooperating with business organizations within the stated 

areas.  

 

As the aim of the TREC Legal Track [34] is to evaluate search 

tools and methods as they are used in the context of e-

discovery, participating in this track seems to be an attractive 

way to start of our project. We will join the 2011 track with 

our first implementation for which we will use the Lemur 

Language Modeling Toolkit [22], complemented with 

implementations of the lessons learned at ISLA in the work 

referenced above. The track will provide us with workable 

data, focus, a deadline and it will provide us with a first 

evaluation of our work.  

 

 

VI. Relevance for quality in E-Discovery 

 

This research derives its relevance for quality in E-Discovery 

from three factors:  

 

First, the research connects with the present (and growing) 

need of trained E-Discovery practitioners. Both national and 

international regulators and prosecutors are facing a large 

increase in the amount of digital information that needs to be 

processed as part of their investigations. 

 

Second, the research is relevant for legal processes, as it 

directly addresses evidential search. The proceedings of their 

investigations impact in-house and outside legal counsel who 

are acting on behalf of companies that are under investigation. 

Intelligent language processing techniques can be a solution to 

effectively discover relevant information and to filter legal 

privileged information at the same time. This is not only a 

Dutch problem but also extends to international cases with US 

en EU regulators. 

 

Third, the research will result in (open source) web services 

that can be exploited in E-Discovery settings. For testing and 

development purposes, open sources and/or existing data sets 

are available. 

 

These factors and the active involvement of E-Discovery 

practitioners will be realized through their involvement in use 

case development, data selection and evaluation. We expect 

that this combination will increase the effectiveness and the 

quality of E-Discovery while information volumes will 

continue to explode.  
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