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ABSTRACT
Neural ranking models (NRMs) have achieved promising results in

information retrieval. NRMs have also been shown to be vulnera-

ble to adversarial examples. A typical Word Substitution Ranking

Attack (WSRA) against NRMs was proposed recently, in which

an attacker promotes a target document in rankings by adding

human-imperceptible perturbations to its text. This raises concerns

when deploying NRMs in real-world applications. Therefore, it is

important to develop techniques that defend against such attacks

for NRMs. In empirical defenses adversarial examples are found

during training and used to augment the training set. However,

such methods offer no theoretical guarantee on the models’ robust-

ness and may eventually be broken by other sophisticated WSRAs.

To escape this arms race, rigorous and provable certified defense

methods for NRMs are needed.

To this end, we first define the Certified Top-𝐾 Robustness for
ranking models since users mainly care about the top ranked results

in real-world scenarios. A ranking model is said to be Certified Top-

𝐾 Robust on a ranked list when it is guaranteed to keep documents

that are out of the top𝐾 away from the top𝐾 under any attack. Then,

we introduce a Certified Defense method, named CertDR, to achieve

certified top-𝐾 robustness against WSRA, based on the idea of

randomized smoothing. Specifically, we first construct a smoothed
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ranker by applying random word substitutions on the documents,

and then leverage the ranking property jointly with the statistical

property of the ensemble to provably certify top-𝐾 robustness.

Extensive experiments on two representative web search datasets

demonstrate that CertDR can significantly outperform state-of-the-

art empirical defense methods for ranking models.
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1 INTRODUCTION
Neural ranking models (NRMs) [6, 30, 36], especially pre-trained

ranking models [22, 27, 34], have led to substantial performance

improvements in a wide range of search tasks [14, 20, 27]. We

have also seen NRMs being used in various practical usages in the

enterprise [25]. Despite their success, recent observations [48, 49]

show that NRMs are vulnerable to adversarial examples. A typical

word substitution ranking attack (WSRA) [48] was proposed and

proved successful for attacking NRMs. In this setting, an attacker

promotes a target document in rankings by replacing important

words in its text with their synonyms in a semantic-preserving way.
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Figure 1: Illustration of the WSRA and Certified Top-𝐾 Ro-
bustness. Given a ranking model, it is said to be Certified
Top-𝐾 Robust against WSRA on a ranked list if it is able to
prevent documents outside top 𝐾 from appearing in top 𝐾
for all the possible WSRAs.

The adversarial documents generated by WSRAs are imperceptible

to humans but can easily fool NRMs. This may bring great concerns

when deploying these models to real-world applications. Thus,

efficient methods for defending against such attacks are of critical

importance for deploying modern NRMs to practical search engines.

Various approaches have been developed to defend against ad-

versarial attacks. One representative type of defense is the empirical

defense method [29, 47], where the set of perturbations is known

at training time and adversarial examples are added to the training

set [47]. However, it is insufficient when considering all possible

WSRAs in which each word in a document can be replaced with

any of its synonyms. Consequently, such defenses may eventually

be broken by other sophisticated WSRAs [52]. To escape this arms

race, procedures with rigorous and provable robustness guarantees

are of special importance to the study of robustness of NRMs. In

general, a model is said to be certified robust if such an attack is

guaranteed to fail, no matter how the attacker manipulates the

input. A line of work on certified defenses against any admissi-

ble adversarial attack has recently been introduced in image and

text classification [5, 21, 44]. However, existing certified defense

approaches are mainly for simple classification scenarios. They are

quite distant from IR requirements, not just due to input differences

(discrete text vs. continuous image [5]), but also due to the predic-

tion type (ranked list vs. class label [52]). In this sense, the recent,

promising advances in certified defenses have yet to bring similar

robustness guarantees in how NRMs are approached.

Therefore, in this work, we make the first attempt to develop

a certified defense method for NRMs so as to pursue adversarial

immunization to WSRA to some extent. To this end, we need to

answer two key questions: First, what is certified robustness in IR?

Second, can we train NRMs that are robust in this sense?

To answer the first question, based on the previous definition and

inspired by the IR properties, we propose to define the Certified Top-
𝐾 Robustness of ranking models. In IR, it seems well-accepted that in

many scenarios users mainly care about top ranked results [33, 50].

Some observations have shown that traffic (or click-through rate)

falls off steeply as users work their way down the search results

[19]. Many widely-used ranking metrics (e.g., MRR and nDCG) are

concentrated on top ranked predictions. Therefore, as illustrated

in Figure 1, a ranking model is said to be Certified Top-𝐾 Robust
against WSRA on a ranked list if it is able to prevent documents

outside the top 𝐾 from appearing in top 𝐾 for all possible WSRAs.

To answer the second question, we propose a novel Certified
Defense method for Ranking models, CertDR for short, to enhance

a model’s certified robustness against WSRA. To avoid exponential

computational costs, our method is based on the idea of random-

ized smoothing [5, 52], which replaces the ranking model with

a smoothed ranker for which it is easier to verify the certified

robustness. Specifically, we first construct a smoothed ranker by

averaging the output ranking scores of randomly perturbed doc-

uments. Then, we obtain a certification criterion to judge models’

certified top-𝐾 robustness by leveraging the ranking property and

statistical property of randomized ensembles. Finally, we design a

practical certified defense algorithm, including a noise data aug-

mentation strategy based on the perturbed documents for training

and a rigorous statistical procedure to certify the top-𝐾 robustness.

We conduct experiments on two web search benchmark datasets,

i.e., the MS MARCO document ranking dataset and the MS MARCO

passage ranking dataset. We first compare the certified robustness

among different ranking models (i.e., traditional probabilistic rank-

ing models, and advanced neural ranking models) under CertDR.

Based on the evaluation results, there clearly remains room for

future certified robustness improvements. Besides, we compare

with several state-of-the-art empirical defense methods and our

experimental results show that CertDR can achieve the best defense

performance against WSRA.

2 RELATEDWORK
2.1 Text Ranking Models
Rankingmodels lie at the heart of IR. Many different rankingmodels

have been proposed over the past decades, including probabilistic

models [39, 43] (e.g., BM25 [43]) and learning-to-rank (LTR) mod-

els [26]. With the advance of deep learning, we have witnessed

a substantial growth of interest in NRMs [6, 30, 36], achieving

promising results in a variety of search tasks [14, 20, 27]. Recently,

pre-trained ranking models such as BERT-based models [22, 34]

have shown substantial performance improvements both in aca-

demic research and industry [25]. However, recent observations

[48, 49] have shown that NRMs are vulnerable to adversarial ex-

amples. In this paper, we study how to defend against adversarial

attacks for NRMs.

2.2 Adversarial Attacks
Adversarial attacks aim to generate human-imperceptible adversar-

ial examples by perturbing inputs to maximally increase a model’s

risk of making wrong predictions. Adversarial examples were first

discovered in the image domain [45], where early research has

developed powerful white-box attack methods, e.g., Fast Gradient

Sign Method [FGSM, 11] and Projected Gradient Descent [PGD,

28], for attacking continuous image data.

The existence and pervasiveness of adversarial examples have

also been observed in the text domain [54]. Despite the fact that

generating adversarial examples for texts has proven to be more

challenging than for images due to their discrete nature, prior work

has explored adversarial attacks for many language tasks, includ-

ing text classification [10, 24], dialogue systems [4], and natural

language inference [1]. Among these attacks, word substitution

attacks [1, 41, 53], which replace words in a sentence with their
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synonyms via a synonym table, have attracted considerable atten-

tion. The reason is they can preserve the syntactic and semantics

of the original input to the most considerable extent and are very

hard to discern, even from a human’s perspective [8].

Document authors compete for more favorable positions in rank-

ings [12]. The behavior is often referred to as search engine opti-

mization (SEO) [15], which includes “illegitimate” black hat SEO

[15] (e.g., web spam [3]) and “legitimate” white hat SEO [15]. Early

work proposed methods to detect black-hat SEO behavior [35, 38].

Later, Goren et al. [12] proposed to attack LTR by replacing a pas-

sage in a document with other passages to promote its ranking.

Recently, Wu et al. [48] proposed word substitution ranking attacks

(WSRAs) to promote the ranking of a document, which easily es-

capes the detection of traditional anti-spamming methods. In this

paper, we focus on defending against WSRAs.

2.3 Defense Methods
To defend against adversarial attacks, many defense methods have

been proposed to make models more robust. These approaches can

be classified into empirical defenses and certified defenses. Empiri-

cal defenses attempt to make models empirically robust to known

adversarial attacks; this has been extensively explored in image

[29, 47] and text classification [18, 52]. Data augmentation [17, 42]

is a representative empirical defense by augmenting adversarial

examples with the original training data. Since empirical defenses

are only effective for certain attacks rather than all attacks, a com-

petition emerges between adversarial attacks and defense methods.

To solve the attack-defense dilemma, researchers resort to certi-

fied defenses to make models provably robust to certain kinds of

adversarial perturbations. Jia et al. [18] and Huang et al. [16] first

proposed to certify the robustness to adversarial word substitutions

by leveraging Interval Bound Propagation (IBP [9]) in NLP. These

IBP-based methods are limited to continuous word embeddings and

are not applicable to subword-level models like BERT. Ye et al. [52]

recently adopted randomized smoothing to certify the robustness

to word substitution attacks, by turning the original classifier into a

smoothed classifier by adding noise to the input. The final class pre-

diction of the smoothed classifier is decided by majority voting over

the noised inputs. Randomized smoothing is the only certification

method that scales up to large-scale neural networks like BERT [5]

and provides tight bounds on large datasets. But existing certified

defenses are limited to simple classification scenarios and NRMs

are less well studied. Therefore, in this work, we develop a certified

defense method for NRMs based on randomized smoothing.

3 CERTIFIED TOP-𝐾 ROBUSTNESS IN IR
We first introduce the WSRA attack we consider in this paper. Then,

we introduce the definition of our proposed notion of Certified Top-

𝐾 Robustness for ranking models to such attacks.

3.1 Word Substitution Ranking Attack
Attacks in Web Search. The web search eco-system is, perhaps,

the largest-scale adversarial setting in which search methods oper-

ate [13]. For many queries in the web retrieval setting there exists

an on-going ranking competition, i.e., many web document au-

thors manipulate their documents deliberately to promote them in

rankings [12]. This practice is often referred to as search engine

optimization (SEO) [15]. The consequences of SEO are that the qual-

ity of search results may rapidly decrease since many irrelevant

documents are ranked higher than they deserve.

Very recently, a typical black-box word substitution ranking at-

tack (WSRA) [48] was proposed to simulate such real-world ranking

competitions. Specifically, WSRA could successfully attack NRMs

by generating human-imperceptible adversarial documents for rank

promotion. The synonymous word substitution it employs could

maximally maintain the naturalness and semantic similarity of the

original document, making it easy for the generated adversarial

documents to evade spam detection. Due to the popularity of NRMs

and the challenges of defending against human-imperceptible per-

turbations, we focus on WSRA attacks and design a corresponding

defense in this paper.

Notation. In ad-hoc retrieval, given a query 𝑞 and a set of doc-

ument candidates D = {𝑑1, 𝑑2, . . . , 𝑑𝑁 } selected from a collec-

tion C, a ranking model 𝑓 aims to predict the relevance score

{𝑓 (𝑞, 𝑑𝑛) : 𝑛 = 1, 2, . . . , 𝑁 } between every pair of query 𝑞 and

candidate document for ranking the whole candidate set. For exam-

ple, 𝑓 outputs the ranked list 𝐿 = [𝑑𝑁 , 𝑑𝑁−1, . . . , 𝑑1] if it determines

𝑓 (𝑞, 𝑑𝑁 ) > 𝑓 (𝑞, 𝑑𝑁−1) · · · > 𝑓 (𝑞, 𝑑1). In this paper, we assume the

ranking score 𝑓 (𝑞, 𝑑𝑛) is the probability of relevance from 0 to 1

[6], which can be easily achieved by adding a sigmoid operation

on the output given by the ranking model.

In WSRA, an attacker replaces the important words in the docu-

ment with their synonyms by maximizing the adversarial ranking

loss to promote the target document in rankings. The number of

important words is a hyper-parameter. Specifically, for any word

𝑤 , we consider a pre-defined synonym set 𝑆𝑤 containing the syn-

onyms of𝑤 (including𝑤 itself). Following Ye et al. [52], we assume

the synonymous relation is symmetric, that is,𝑤 is in the synonym

set of all its synonyms. The synonym set 𝑆𝑤 can be built based on

GLOVE [37].

Definition 3.1. (𝛿-Word Substitution Ranking Attack). For
an input document 𝑑 = {𝑤1,𝑤2, . . . ,𝑤𝑀 } ∈ D, a 𝛿-word substi-
tution ranking attack constructs an adversarial document 𝑑 ′ =

(𝑤 ′
1
,𝑤 ′

2
, . . . ,𝑤 ′

𝑀
) by perturbing at most 𝛿 ·𝑀 (𝛿 ≤ 1) words in 𝑑 to

any of their synonyms𝑤 ′
𝑚 ∈ 𝑆𝑤𝑚 . We denote the candidate set of

adversarial documents as 𝑆𝑑 , i.e.,

𝑆𝑑 := {𝑑 ′ : ∥𝑑 ′ − 𝑑 ∥0/∥𝑑 ∥ ≤ 𝛿},

where ∥𝑑 ′ − 𝑑 ∥
0

:=
∑𝑀
𝑚=1
I{𝑤 ′

𝑚 ≠ 𝑤𝑚} is the Hamming distance,

with I{·} the indicator function. ∥𝑑 ∥ denotes the number of words

in the document 𝑑 and 𝑤 ′
𝑚 ∈ 𝑆𝑤𝑚 . Ideally, all 𝑑

′ ∈ 𝑆𝑑 have the

same semantic meaning as 𝑑 for human judges, but their ranks may

be promoted by the ranking model 𝑓 . The goal of the attacker is

to find 𝑑 ′ ∈ 𝑆𝑑 such that 𝑓 (𝑞, 𝑑 ′) > 𝑓 (𝑞, 𝑑). Note that we do not

attack the documents ranked from 1 to 𝐾 , since there is no need to

attack user’s top search results.

3.2 Definition of Certified Top-𝐾 Robustness
Certified Top-𝐾 Robustness. In general, a model is said to be

certified robust if an attack is guaranteed to fail, no matter how the

attacker manipulates the input [52]. In a real web search scenario, it

is known that users usually care much more about the top ranking

results than others [33]. For example, the traffic and click-through
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rate (CTR) both fall off as users work their way down the search

results in major search engines: while the first and second search

results may achieve 36.4% and 12.5% CTR, the 10th search result

may achieve a CTR of only 2.2%.
1
Moreover, many widely-used

ranking metrics [2, 40] focus on the top-𝐾 ranking results, e.g.,

MRR@K and nDCG@K.

Therefore, protecting the results ranked at the top positions is of

great importance [33, 50], not only for real-world applications, but

also for the robustness guarantee of widely-used ranking metrics.

Inspired by this, we define the Certified Top-𝐾 Robustness of ranking
models in IR, where a ranking model 𝑓 is said to be certified robust

at the ranked list 𝐿 if it is guaranteed that the documents ranked

after top 𝐾 will not be attacked to be ranked into top 𝐾 in 𝐿. Since

we focus on the WSRAs in this work, based on this basic definition,

we further define Certified Top-𝐾 Robustness to WSRA.

Definition 3.2. (Certified Top-𝐾 Robustness to WSRA). For-
mally, a ranking model 𝑓 is said to be Certified Top-𝐾 Robust against
WSRAs on the ranked list 𝐿𝑞 with respect to a query 𝑞 if it can

keep all the document 𝑑 ∈ 𝐿𝑞 [𝐾 + 1 :] away from the top-𝐾 for

all the possible 𝛿-word substitution ranking attacks (as defined in

Definition 3.1), i.e.,

𝑅𝑎𝑛𝑘𝐿𝑞 (𝑓 (𝑞, 𝑑
′)) > 𝐾, for all 𝑑 ∈ 𝐿𝑞 [𝐾 + 1 :] and any 𝑑 ′ ∈ 𝑆𝑑 , (1)

where 𝑅𝑎𝑛𝑘𝐿𝑞 (𝑓 (𝑞, 𝑑 ′)) denotes the rank position of the adversar-

ial document 𝑑 ′ in 𝐿𝑞 given by the ranking model 𝑓 . It is highly

challenging to judge if 𝑓 is certified robust since all the candidate

adversarial documents in 𝑆𝑑 should be checked and the size of pos-

sible perturbations grows exponentially with 𝛿 . Following existing

work [18, 52], we mainly consider the worst case when 𝛿 = 1, which

is the most challenging case.

4 OUR CERTIFIED DEFENSE METHOD
Based on the definition of certified top-𝐾 robustness to WSRA, we

introduce a novel Certified Defense method for Ranking models

(CertDR) to enhance the certified robustness. We first introduce a

randomized smoothing function for ranking and how to use it to

certify the robustness theoretically. Then, we propose a practical

certified defense algorithm for ranking models. Proofs are at the

end of this section.

4.1 Randomized Smoothing Function for
Ranking

To circumvent the computationally expensive combinatorial opti-

mization (e.g., enumerating all the candidate adversarial documents

in 𝑆𝑑 ), we borrow the idea from the randomized smoothing tech-

nique [5, 52], which could provably defend against the adversarial

attacks by leveraging the voting of randomly perturbed samples

derived from the original input. We target to replace the ranking

model 𝑓 with a smoothed ranking model
¯𝑓 for which it is easier to

verify the certified robustness.

Specifically, we construct the smoothed ranker
¯𝑓 by averaging

the output ranking scores of a set of randomly perturbed documents

based on random perturbations, i.e.,

¯𝑓 (𝑞, 𝑑) = ER∼Π𝑑 𝑓 (𝑞,R),
1
https://www.smartinsights.com/search-engine-optimisation-seo/seo-analytics/the-

number-one-spot-how-to-use-the-new-search-curve-ctr-data/

where 𝑅 is a randomly perturbed document and Π𝑑 is the corre-

sponding probability distribution that prescribes a random per-

turbation around 𝑑 . In our work, we define Π𝑑 to be the uniform

distribution on a set of random word substitutions following [52].

In previous classification tasks [5, 52], the output of the smoothed

classifier is the class with the largest probability “voting” by all ran-

domly perturbed inputs. Different from these works, we compute

the output of the smoothed ranker by averaging the ranking scores

of all randomly perturbed documents originated from the 𝑑 , which

is more suitable for the ranking problem. In this way, we could

obtain the ranked list 𝐿𝑠𝑞 based on the averaged scores produced by

the smoothed ranker
¯𝑓 . Here, we leave the query 𝑞 free from attack.

In the future work, we would like to explore the defense against

query attacks by focusing on 𝑞 in this formulation.

To obtain random perturbations in defense methods effectively,

we propose to build a perturbation set 𝑇𝑤 for each word𝑤 . Specifi-

cally, we construct 𝑇𝑤 from the synonym set 𝑆𝑤 used in the attack

method, i.e., WSRA in this work, by choosing the top 𝐽 nearest

neighbors via the cosine similarity of GLOVE vectors. Then, for

a document 𝑑 = (𝑤1,𝑤2, . . . ,𝑤𝑀 ), we define the perturbation dis-

tribution Π𝑑 by perturbing each word 𝑤𝑖 in 𝑑 to a word in its

perturbation set 𝑇𝑤𝑖 randomly and independently, i.e.,

Π𝑑 (R) =
𝑀∏
𝑖=1

I{𝑟𝑖 ∈ 𝑇𝑤𝑖 }
|𝑇𝑤𝑖 |

,

where R = (𝑟1, . . . , 𝑟𝑀 ) is the perturbed document and |𝑇𝑤𝑖 | denotes
the size of 𝑇𝑤𝑖 .

4.2 Certifying Smoothed Ranking Models
Given the smoothed ranking model

¯𝑓 , in this section, we introduce

how to certify its top-𝐾 robustness. For all the documents in 𝐿𝑠𝑞 [𝐾 +
1 :], if their adversarial documents could achieve lower scores

than the document 𝑑𝐾 ranked at the position 𝐾 , we think these

documents 𝐿𝑠𝑞 [𝐾 + 1 :] cannot be attacked into top K. Formally, the

condition that
¯𝑓 is certified top-𝐾 robust on 𝐿𝑠𝑞 can be defined as,

max

𝑑∈𝐿𝑠𝑞 [𝐾+1:]
max

𝑑′∈𝑆𝑑
¯𝑓 (𝑞, 𝑑 ′) < ¯𝑓 (𝑞, 𝑑𝐾 ). (2)

In general, there are two difficulties to complete the above certifica-

tion case by case, i.e., the inner maximum and the outer maximum.

Inner Maximum. The first difficulty is to exam all candidate ad-

versarial documents in 𝑆𝑑 for the inner maximum, where the com-

putation cost grows exponentially with the attacked word number

𝛿𝑀 . We address this problem in the following Theorem 4.1.

Theorem 4.1 (Certified Upper Bound). Assume that the per-
turbation set 𝑇𝑤 is constructed such that |𝑇𝑤 | = |𝑇𝑤′ | for every word
𝑤 and its synonym𝑤 ′ ∈ 𝑆𝑤 . Define

𝑜𝑤 = min

𝑤′∈𝑆𝑤

|𝑇𝑤 ∩𝑇𝑤′ |
|𝑇𝑤 |

,

where 𝑜𝑤 indicates the overlap between the two different perturbation
sets. For a given document 𝑑 = (𝑤1, . . . ,𝑤𝑀 ), we sort the words
according to 𝑜𝑤 , such that 𝑜𝑤𝑖

1

≤ 𝑜𝑤𝑖
2

≤ · · · ≤ 𝑜𝑤𝑖𝑀 . Then

max

𝑑′∈𝑆𝑑
¯𝑓 (𝑞, 𝑑 ′) ≤ min( ¯𝑓 (𝑞, 𝑑) + 𝑜𝑑 , 1),

where 𝑜𝑑 := 1 −∏𝐸
𝑗=1

𝑜𝑤𝑖 𝑗 .
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Figure 2: The overall architecture of the proposed practical certified defensemethod.Wefirst generate the collection perturbation
dictionary 𝑇𝐶 over the whole document collection. Then, we train the original ranking model by a noised data augmentation
strategy to increase the robustness of ¯𝑓 . Finally, we estimate the ¯𝑓 (𝑞, 𝑑𝐾 ) and ¯𝑓 (𝑞, 𝑑𝐾+1) by Monte Carlo estimation. The criterion
Δ𝐿𝑞 is computed, where if Δ𝐿𝑞 > 0, we can certify that ¯𝑓 is top-𝐾 robust at the ranked list 𝐿𝑠𝑞 .

The idea is that for any adversarial document 𝑑 ′ ∈ 𝑆𝑑 , the upper
bound of

¯𝑓 (𝑞, 𝑑 ′) can be bounded by its original document ranking

score
¯𝑓 (𝑞, 𝑑) with randomized smoothing. As a result, this theorem

avoids the difficult adversarial optimization of
¯𝑓 (𝑞, 𝑑 ′) on 𝑑 ′ ∈ 𝑆𝑑 ,

and only needs to evaluate
¯𝑓 (𝑞, 𝑑) at the original document 𝑑 . Note

that the difference between our Theorem 4.1 with Theorem 1 in

[52] is that we extend the classification prediction in Theorem 1

to ranking scores between queries and documents, and prove the

theorem in an upper bound situation, which has not been provided

by Ye et al. [52]. The proof is provided in Section 4.4.1. Besides, the

upper bound in Theorem 4.1 is sufficiently tight, which is shown

in Section 4.4.2.

Outer Maximum. The second difficulty is to exam all documents

in 𝐿𝑠𝑞 [𝐾 + 1 :] for the outer maximum, where the computational

costs grow linearly with the list length 𝑁 . We address the outer

maximum in the following. To simplify our notation, we define

𝐴𝐿 = ¯𝑓 (𝑞, 𝑑𝐾 ) − max𝑑∈𝐿𝑠𝑞 [𝐾+1:] max𝑑′∈𝑆𝑑
¯𝑓 (𝑞, 𝑑 ′), where Eq. (2) is

equivalent to 𝐴𝐿 > 0. By applying Theorem 4.1 to Eq. (2), we have

𝐴𝐿 ≥ ¯𝑓 (𝑞, 𝑑𝐾 ) − max

𝑑∈𝐿𝑠𝑞 [𝐾+1:]
( ¯𝑓 (𝑞, 𝑑) + 𝑜𝑑 )

≥ ¯𝑓 (𝑞, 𝑑𝐾 ) − ¯𝑓 (𝑞, 𝑑𝐾+1) − max

𝑑∈𝐿𝑠𝑞 [𝐾+1:]
𝑜𝑑 ,

where 𝑑𝐾+1 denotes the document which is ranked at the position

𝐾 + 1. The proof is achieved by utilizing the ranking property that

¯𝑓 (𝑞, 𝑑1) > ¯𝑓 (𝑞, 𝑑2) > · · ·. The idea is that we can compute 𝐴𝐿
(in other words, certifying

¯𝑓 ) by comparing the ranking scores of

documents ranked at 𝐾 and 𝐾 + 1. Note that the computational cost

of max𝑑∈𝐿𝑠𝑞 [𝐾+1:] 𝑜𝑑 is negligible.

Based on the above solutions of the inner and outer maximum

in Eq. (2), it is possible to introduce a certification criterion for

checking the certified top-𝐾 robustness for ranking models.

Proposition 4.1. For a ranked list 𝐿𝑠𝑞 with respect to a query𝑞, un-
der the condition of Theorem 4.1, we can certify that𝑅𝑎𝑛𝑘𝐿𝑠𝑞 ( ¯𝑓 (𝑞, 𝑑 ′)) >
𝐾, for all 𝑑 ∈ 𝐿𝑠𝑞 [𝐾 + 1 :] and any 𝑑 ′ ∈ 𝑆𝑑 if

Δ𝐿𝑞
def
= ¯𝑓 (𝑞, 𝑑𝐾 ) − ¯𝑓 (𝑞, 𝑑𝐾+1) − max

𝑑∈𝐿𝑠𝑞 [𝐾+1:]
𝑜𝑑 > 0, (3)

where Δ𝐿𝑞 can be estimated by Monte Carlo estimation as we show

in the next section. We can certify whether the ranking model is

top-𝐾 robust on the ranked list 𝐿𝑠𝑞 by simply checking Δ𝐿𝑞 . If Δ𝐿𝑞
is positive, the model is certified top-𝐾 robust.

4.3 Practical Certified Defense Algorithm
Based on the above theoretical analysis, we now present a practical

certified defense algorithm for ranking models. Formally, we write

𝑆𝐶 for the synonym dictionary of the collection. Specifically, 𝑆𝐶
contains the synonym set 𝑆𝑤 for all words in the collection𝐶 and is

often presented as a synonym network [52]. Similar to the process

of obtaining 𝑇𝑤 from 𝑆𝑤 , we achieve the collection perturbation

dictionary𝑇𝐶 by keeping the top 𝐽 nearest neighbors in 𝑆𝐶 for each

word. The overall architecture is shown in Figure 2.

The certified defense algorithm contains two key steps, i.e.,

noised data augmentation and Top-𝐾 Robustness Certification. We

describe the two steps in the following.

Noise Data Augmentation Strategy. The robustness certification
holds regardless of how the original ranker 𝑓 is trained. However,

to rank the document 𝑑 with respect to the 𝑞 correctly and robustly

by
¯𝑓 , it is expected that 𝑓 properly ranks the perturbed document

𝑅 (recall that 𝑅 ∼ Π𝑑 ) such that it is close to the rank position of

the original document 𝑑 . That is, the noise of 𝑅 should have little

effect on the ranking, making the ensembled ranking score
¯𝑓 (𝑞, 𝑑)

close to the original ranking score 𝑓 (𝑞, 𝑑). However, if 𝑓 is trained
via standard supervised learning without any noised documents, it

will not necessarily learn how to rank 𝑅 properly.

Inspired by previous works [23, 52, 55], we introduce a noise data

augmentation strategy for ranking. Specifically, we first generate

a perturbed document 𝑑𝑛𝑜𝑖𝑠𝑒𝑑 for each 𝑑 in the collection 𝐶 . The

perturbation is achieved by randomly sampling every word from

𝑑 using the perturbation distribution Π𝑑 . Then, we train the orig-

inal ranker 𝑓 using the training triples equipped with the noised

documents via the following objective:

𝐿𝑛𝑑𝑎𝑡 = max(0, 1 − 𝑓 (𝑞, 𝑑+
𝑛𝑜𝑖𝑠𝑒𝑑

) + 𝑓 (𝑞, 𝑑−
𝑛𝑜𝑖𝑠𝑒𝑑

)), (4)

where 𝑑+
𝑛𝑜𝑖𝑠𝑒𝑑

/𝑑−
𝑛𝑜𝑖𝑠𝑒𝑑

is the perturbed document from 𝑑+/𝑑−. And
𝑑+/𝑑− denotes the positive/negative document in original training

triples. Then, we can obtain a better smoothed ranker
¯𝑓 by Monte

Carlo estimation in the following.

Top-𝐾 Robustness Certification. In theory, since the perturba-

tion space can be extremely large, it is impossible to exactly obtain
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the prediction of
¯𝑓 at each (𝑞, 𝑑). Therefore, based on the ranker 𝑓

obtained from the noised data augmentation strategy, we estimate

¯𝑓 (𝑞, 𝑑𝐾 ) and ¯𝑓 (𝑞, 𝑑𝐾+1) by Monte Carlo estimation. Take
¯𝑓 (𝑞, 𝑑𝐾 )

as an example, we can estimate it like

¯𝑓 (𝑞, 𝑑𝐾 ) = ER𝐾∼𝑑𝐾 𝑓 (𝑞, 𝑑𝐾 ) ≈
1

𝑛

𝑛∑︁
𝑖=1

𝑓 (𝑞,R(𝑖)
𝐾

),

where R(𝑖)
𝐾

are i.i.d. samples from Π𝑑𝐾 and thus Δ𝐿𝑞 can be approxi-

mated accordingly. We can construct rigorous statistical procedures

to reject the null hypothesis that
¯𝑓 is not certified robust at 𝐿𝑞 (e.g.,

Δ𝐿𝑞 < 0) with a given significance level (e.g., 5%) following [52].

Finally, if Δ𝐿𝑞 > 0, then
¯𝑓 is certified top-𝐾 robust at the ranked

list 𝐿𝑠𝑞 . Otherwise, we will judge it is not certified top-𝐾 robust at

the 𝐿𝑠𝑞 . We can see that our practical certified defense algorithm

could be achieved by assembling the ranking outputs and that it

does not require any further information about the ranking models.

Thus, it can be applied to any ranking model.

4.4 Proofs
Here we provide all the necessary proofs of Theorem 4.1 and the

tightness of the bound in Theorem 4.1 with its proof. The upper

bound of Theorem 4.1 is achieved by introducing an auxiliary func-

tion cluster based on the relevance between the query and docu-

ment, and solving the constraint optimization problem by Lagrange

and properties of randomly perturbed sets. Tightness is proved by

constructing the randomized smoothing ranker that satisfies the

desired property we want.

4.4.1 Proof of Theorem 4.1. Our goal is to calculate the upper

bound max𝑑′∈𝑆𝑑
¯𝑓 (𝑞, 𝑑 ′). The key idea is to frame the computation

of the upper bound into a variational optimization.

Lemma 4.1. Define G[0,1] to be the set of all bounded functions
mapping from Q × D to [0, 1]. For any 𝑔 ∈ G[0,1] , define

Π𝑑 [𝑔] = ER∼Π𝑑 [𝑔(𝑞,R)] .

Then we have for any R,

max

𝑑′∈𝑆𝑑
¯𝑓 (𝑞, 𝑑 ′) ≤ max

𝑑′∈𝑆𝑑
max

𝑔∈G[0,1]
{Π𝑑′ [𝑔] 𝑠 .𝑡 . Π𝑑 [𝑔] = ¯𝑓 (𝑞, 𝑑)}

:= ¯𝑓𝑢𝑝 (𝑞, 𝑑 ′)

Proof of Lemma 4.1. Define 𝑔0 (𝑞, 𝑑) = 𝑓 (𝑞, 𝑑). Then we have

¯𝑓 (𝑞, 𝑑) = ER∼Π𝑑 [𝑓 (𝑞,R)] = Π𝑑 [𝑔0] .

Therefore, 𝑔0 satisfies the constraints in the optimization, which

makes it obvious that

¯𝑓 (𝑞, 𝑑 ′) = Π𝑑′ [𝑔0] ≤ max

𝑔∈G[0,1]
{Π𝑑′ [𝑔] 𝑠 .𝑡 . Π𝑑 [𝑔] = ¯𝑓 (𝑞, 𝑑)}.

Taking max𝑑′∈𝑆𝑑 on both sides yields the upper bound and thus the

problem reduces to deriving bounds for the optimization problems.

Theorem 4.2. Under the assumption of Theorem 4.1, for the opti-
mization problem in Lemma 4.1, we have

¯𝑓𝑢𝑝 (𝑞, 𝑑 ′) ≤ min( ¯𝑓 (𝑞, 𝑑) + 𝑜𝑑 , 1),

where 𝑜𝑑 is the quantity defined in Theorem 4.1.

Proof of Theorem 4.2. For notation, we denote 𝑝 = ¯𝑓 (𝑞, 𝑑). Applying
the Lagrange multiplier to the constraint optimization problem and

exchanging the min and max, we have

¯𝑓𝑢𝑝 (𝑞, 𝑑 ′) = max

𝑑′∈𝑆𝑑
max

𝑔∈G[0,1]
{Π𝑑′ [𝑔] 𝑠 .𝑡 . Π𝑑 [𝑔] = ¯𝑓 (𝑞, 𝑑)}

= − min

𝑑′∈𝑆𝑑
min

𝑔∈G[0,1]
{−Π𝑑′ [𝑔] 𝑠 .𝑡 . Π𝑑 [𝑔] = ¯𝑓 (𝑞, 𝑑)}

≤ − min

𝑑′∈𝑆𝑑
min

𝑔∈G[0,1]
max

𝜆∈R
𝜆Π𝑑 [𝑔] − Π𝑑′ [𝑔] − 𝜆𝑝

= max

𝑑′∈𝑆𝑑
min

𝜆∈R
max

𝑔∈G[0,1]
Π𝑑′ [𝑔] − 𝜆Π𝑑 [𝑔] + 𝜆𝑝

= min

𝜆∈R
𝜆𝑝 + max

𝑑′∈𝑆𝑑
max

𝑔∈G[0,1]

∫
𝑔(R) (𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R)) .

Note that

max

𝑔∈G[0,1]

∫
𝑔(R) (𝑑Π𝑑′ (R) −𝜆𝑑Π𝑑 (R)) =

∫
(𝑑Π𝑑′ (R) −𝜆𝑑Π𝑑 (R))+,

which is achieved by setting

𝑔(R) = I{𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R) ≥ 0},
where (𝑎)+ = max(𝑎, 0) and I{·} denotes the indicator function.

Thus we have,

¯𝑓𝑢𝑝 (𝑞, 𝑑 ′) = min

𝜆∈R
𝜆𝑝 + max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ .

For any 𝜆 < 0, we can show that

𝜆𝑝 + max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+

= 𝜆𝑝 + max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))

= 𝜆 (𝑝 − 1) + 1 > 0(𝑝 − 1) + 1 = 1,

which contradicts
¯𝑓 (𝑞, 𝑑 ′) ≤ 1. This implies that the minimum of

𝜆𝑝 + max𝑑′∈𝑆𝑑
∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ must be achieved at 𝜆 ≥ 0.

Thus we have

¯𝑓𝑢𝑝 (𝑞, 𝑑 ′) = min

𝜆≥0

𝜆𝑝 + max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ .

Now we calculate

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+.

Lemma 4.2. Given the words 𝑤 , 𝑤 ′, we write 𝑛𝑤 = |𝑇𝑤 |, 𝑛𝑤′ =

|𝑇 ′
𝑤 |, and 𝑛𝑤,𝑤′ = |𝑇𝑤 ∩𝑇𝑤′ |. We have the following identify∫

(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ = 1 −
∏

𝑗∈[𝑀 ],𝑤𝑗≠𝑤′
𝑗

𝑛𝑤𝑗 ,𝑤′
𝑗

𝑛𝑤′
𝑗

+
©«

∏
𝑗∈[𝑀 ],𝑤𝑗≠𝑤′

𝑗

𝑛𝑤𝑗 ,𝑤′
𝑗

𝑛𝑤′
𝑗

ª®®¬
©«1 − 𝜆

∏
𝑗∈[𝑀 ],𝑤𝑗≠𝑤′

𝑗

𝑛𝑤′
𝑗

𝑛𝑤𝑗

ª®®¬+ .
As a result, under the assumption that 𝑛𝑤 = |𝑇𝑤 | = |𝑇𝑤′ | = 𝑛𝑤′ for

every word𝑤 and its synonym𝑤 ′ ∈ 𝑆𝑤 , we have∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ = 1 −

∏
𝑗 ∈[𝑀 ],𝑤𝑗≠𝑤′

𝑗

𝑛𝑤𝑗 ,𝑤′
𝑗

𝑛𝑤′
𝑗

+
©«

∏
𝑗 ∈[𝑀 ],𝑤𝑗≠𝑤′

𝑗

𝑛𝑤𝑗 ,𝑤′
𝑗

𝑛𝑤′
𝑗

ª®®¬ (1 − 𝜆)+ .
Now we need to solve the optimization of max𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) −

𝜆𝑑Π𝑑 (R))+.
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Lemma 4.3. For any word𝑤 , define �̃�∗ = arg min𝑤′∈𝑆𝑑 𝑛𝑤,𝑤′/𝑛𝑤 .
For a given document 𝑑 = (𝑤1, . . . ,𝑤𝑀 ), we define an ordering of
the words 𝑤𝑝1

, . . . ,𝑤𝑝𝑊 such that 𝑛𝑤𝑝𝑖 ,�̃�∗
𝑝𝑖
/𝑛𝑤𝑝𝑖 ≤ 𝑛𝑤𝑝𝑗 ,�̃�∗

𝑝𝑗
/𝑛𝑤𝑝𝑗

for any 𝑖 ≤ 𝑗 . For a given 𝑑 and 𝐸 = 𝛿𝑀 , we define an adversarial
perturbed document 𝑑∗ = (𝑤∗

1
, . . . ,𝑤∗

𝑀
), where

𝑤∗
𝑖 =

{
�̃�∗, if 𝑖 ∈ [𝑤1, . . . ,𝑤𝐸 ]
𝑤𝑖 , if 𝑖 ∉ [𝑤1, . . . ,𝑤𝐸 ]

Then for any 𝜆 > 0, we have that 𝑑∗ is the optimal solution of
max𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+, that is,

max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+ =

∫
(𝑑Π𝑑∗ (R) − 𝜆𝑑Π𝑑 (R))+ .

Now by Lemma 4.3, the upper bound becomes

¯𝑓𝑢𝑝 (𝑞, 𝑑 ′) = min

𝜆≥0

𝜆𝑝 + max

𝑑′∈𝑆𝑑

∫
(𝑑Π𝑑′ (R) − 𝜆𝑑Π𝑑 (R))+

= min

𝜆≥0

𝜆𝑝 +
∫

(𝑑Π𝑑∗ (R) − 𝜆𝑑Π𝑑 (R))+

= min

𝜆≥0

(𝜆𝑝 + 𝑜𝑑 + (1 − 𝑜𝑑 ) (1 − 𝜆)+)

= min(𝑝 + 𝑜𝑑 , 1),

(5)

where 𝑜𝑑 is consistent with the definition in Theorem 4.1:

𝑜𝑑 = 1 −
∏

𝑗 ∈[𝑀 ],𝑤𝑗≠�̃�∗
𝑗

𝑛𝑤𝑗 ,�̃�∗
𝑗

𝑛𝑤𝑗
= 1 −

𝐸∏
𝑗=1

𝑜𝑤𝑖 𝑗 .

Here, Eq. (5) is calculated using the assumption of Theorem 4.1. The

optimization of min𝜆≥0
in (5) is an elementary step: if 𝑝 + 𝑜𝑑 > 1,

we have 𝜆∗ = 0 with solution 1; if 𝑝 + 𝑜𝑑 ≤ 1, we have 𝜆∗ = 1 with

solution 𝑝 +𝑜𝑑 . For the proof of Lemma 4.2 and 4.3, we refer readers

to [52, Lemma 2 and 3].

4.4.2 Tightness. Whether the bound in Theorem 4.1 is sufficiently

tight is of great importance. In the following, we provide a theorem

to state its tightness.

Theorem 4.3 (Tightness). Assume the conditions of Theorem 4.1
hold. For a ranking model 𝑓 that maps 𝑄 × 𝐷 to [0, 1], there exists a
model 𝑓∗ such that its related smoothed ranker ¯𝑓∗ satisfies

¯𝑓∗ (𝑞, 𝑑) = ¯𝑓 (𝑞, 𝑑),

and
max

𝑑′∈𝑆𝑑
¯𝑓∗ (𝑞, 𝑑 ′) = min( ¯𝑓∗ (𝑞, 𝑑) + 𝑜𝑑 , 1),

where 𝑜𝑑 is defined in Theorem 4.1.

As shown in Theorem 4.3, the upper bound in Theorem 4.1 is tight

and can not be further improved if we do not know any other

structural information about 𝑓 . In the following, we provide the

proof of Theorem 4.3.

Proof of Tightness. We denote
¯𝑓 (𝑞, 𝑑) = 𝑝𝑟 in this proof for sim-

plicity. The 𝑑∗ below is the optimal adversarial document defined

in the proof of Lemma 4.3. Note that 𝑜𝑑 = |𝑇𝑑 − 𝑇𝑑∗ |/|𝑇𝑑 | and
1 − 𝑜𝑑 = |𝑇𝑑 ∩ 𝑇𝑑∗ |/|𝑇𝑑 | as defined in Theorem 4.1. Our proof is

based on constructing a randomized smoothing ranker that satisfies

the desired property we want to prove.

Case 1 𝑝𝑟 ≤ 1 − 𝑜𝑑 . Note that in this case |𝑇𝑑 ∩ 𝑇𝑑∗ | = 1 − 𝑜𝑑 ≥
𝑝𝑟 . Therefore, we can choose set 𝑈 such that 𝑈 ⊆ 𝑇𝑑 ∩ 𝑇𝑑∗ and
|𝑈 |/|𝑇𝑑 | = 𝑝𝑟 . We define the ranker:

𝑓∗ (𝑞,R) =
{

1, if R ∈ 𝑈 ∪𝑇𝑑∗
0, otherwise

Case 2 𝑝𝑟 > 1 − 𝑜𝑑 .We choose set 𝑈 such that 𝑈 ⊆ 𝑇𝑑 ∩𝑇𝑑∗ and
|𝑈 |/|𝑇𝑑 | = 𝑝𝑟 . We define the ranker

𝑓∗ (𝑞,R) =
{

1, if R ∈ 𝑈 ∪ (𝑇𝑑∗ −𝑇𝑑 )
0, otherwise

It can easily be verified that for each case, the defined ranker satisfies

all the conditions in Theorem 4.3. This indicates the bound can be

achieved by learning a gold ranker that can judge some specific

documents as relevant and others as irrelevant for the query.

5 EXPERIMENTAL SETUP
5.1 Datasets
To evaluate the effectiveness of our proposed methods, we conduct

experiments on two representative web search benchmark datasets.

• MS MARCO Document Ranking dataset [32] (MS-MARCO-

Doc) is a large-scale benchmark dataset for web document re-

trieval, with about 3.21M web documents and 0.37M training

queries. The average length of the document is about 1129.

• MS MARCO Passage Ranking dataset [32] (MS-MARCO-Pas)

is a large-scale benchmark dataset for passage retrieval, with

about 8.84M passages from web pages and 0.5M training queries.

The average length of the passage is about 58.

5.2 Baselines
Our CertDR can certify the top-𝐾 robustness of different ranking

models. We first compare the certified top-𝐾 robustness among

different ranking models (i.e, BM25 [43], Duet [30] and BERT [7])

under CertDR. Then, since the defense methods for NRMs have

not been well explored yet, we adopt the representative empirical

defense, i.e., Data Augmentation (DA), in text classification task

[17, 42], for NRMs as a baseline. Specifically, for each training

document 𝑑 , we augment the collection with 2 new documents
˜𝑑

by sampling
˜𝑑 uniformly from 𝑆𝑑 , then train on the normal hinge

loss following [18]. We do not use adversarial training [11] here

because it would require running an adversarial search procedure

at each training step, which would be prohibitively slow.

5.3 Evaluation Metrics
We evaluate the robustness to all WSRAs of models. We propose

a metric to directly measure the Certified Robust Query (CRQ)
percentage, the percentage of test queries for which themodel is cer-

tified robust at the query 𝑞 if all the documents out of top-𝐾 are not

attacked into the top-𝐾 . Evaluating this exactly involves enumerat-

ing exponentially many perturbations, which is intractable (Section

4.2). Instead, we evaluate the 𝐶𝑅𝑄 under randomized smoothing,

i.e.,

𝐶𝑅𝑄 =

∑
𝑞∈𝑄 I{Δ𝐿𝑞 > 0}

|𝑄 | ,

where Δ𝐿𝑞 is the criterion mentioned in Section 4.2. The ranking

model is more certified robust with a higher CRQ (%).
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To compare the defense ability of CertDR with empirical de-

fense methods, we also leverage two metrics, i.e., success rate and

conditional success rate. Success Rate (SR) [48] evaluates the per-
centage of the after-attack documents that are ranked higher than

original documents. The robustness of a ranking model is better

with a lower SR (%).

Inspired by CondAcc [46], which enables the comparison cer-

tified and empirical defense, we introduce Conditional Success
Rate (CondSR). CondSR evaluates whether the rankings of the

adversarial documents in an attacked ranked list indeed cannot be

improved when its counterpart clean ranked list is certified robust:

CondSR =∑
𝑞∈𝑄 I{Δ𝐿𝑞 > 0} 1

𝑁𝑞

∑𝑁𝑞
𝑖=1
I{𝑅𝑎𝑛𝑘𝐿 (𝑑𝑖 + 𝑝) < 𝑅𝑎𝑛𝑘𝐿 (𝑑𝑖 )}∑

𝑞∈𝑄 I{Δ𝐿𝑞 > 0} .

While CRQ is evaluated on clean ranked lists to show certified

robustness, CondSR is tested on attacked ranked lists to show the

empirical robustness of models on these certified ranked lists. The

robustness of a ranking model is better with a lower CondSR (%).

5.4 Implementation Details
We implement ranking models following previous work [6, 49]. For

the MS-MARCO-Doc collection, we use the official top 100 (i.e.,

𝑁 = 100) ranked documents retrieved by the QL model. For the MS-

MARCO-Pas, initial retrieval is performed using the Anserini toolkit

[51] with the BM25 model to obtain the top 100 ranked passages.

We evaluate all ranking models on 200 queries (i.e., |𝑄 | = 200)

randomly sampled from the dev set of two datasets following [48].

For the Monte Carlo estimation of Δ𝐿𝑞 , we use 1,000 random

perturbed documents to accept Δ𝐿𝑞 > 0 with probability of at least

0.95. The corresponding estimation error is 0.086 and is considered

during the estimation following Ye et al. [52]. Further implementa-

tion details and the code can be found online.
2

6 EXPERIMENTAL RESULTS
We evaluate our defense method to address the following research

questions: (RQ1) What is the certified robustness among differ-

ent ranking models via CertDR? (RQ2) How does the random-

ized smoothed ranker perform compared with the original ranker?

(RQ3) How does 𝐾 affect certified top-𝐾 robustness? (RQ4) How
does CertDR perform compared with empirical defense baselines?

6.1 Certified Top-𝐾 Robustness of Different
Ranking Models

To answer RQ1, we analyze certified top-𝐾 robustness of differ-

ent ranking models using CertDR on MS-MARCO-Doc and MS-

MARCO-Pas. See Figure 3. We find that (i) Overall, the certified

robustness of the ranking model is lower than that of the text classi-

fication models [18, 52], indicating that ranking models are vulnera-

ble to adversarial attacks. There are two potential reasons: First, the

text ranking task itself needs to model cross-document interactions

to capture query-document relevance, which is more complex than

classifying a single sentence independently as in text classification.

Second, certified top-𝐾 robustness imposes requirements on the

2
https://github.com/ict-bigdatalab/CertDR/
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Figure 3: Certified top-𝐾 robustness of different ranking
models in terms of CRQ (%) on MS-MARCO-Doc (a) and MS-
MARCO-Pas (b).

ranked list, which is demanding than the point-wise classification

scenario. (ii) Pre-trained model BERT generally outperforms other

models, indicating that BERT is more certified robust than other

ranking models. The reason might be that pre-training on a large

text corpus can improve the out-of-distribution generalizability to

adversarial examples attacked by synonyms substitution. Therefore,

it is worthwhile to leverage pre-training techniques to enhance the

robustness of NRMs in the future. (iii) BM25 is less certified robust

than Duet and BERT on MS-MARCO-Doc when 𝐾 is small, while

it is more certified robust than Duet on MS-MARCO-Pas for all

𝐾s. BM25 depends on exact matching signals between the query

and document; therefore, a possible explanation is that there are

fewer options of attacked words in the short passage than the long

document, contributing to the robustness on short texts. Besides,

we leave the analysis of different 𝐾s to Section 6.3.

Table 1: Comparing the ranking performance between the
original and randomized smoothed ranker in terms of the
MRR@10 and MRR@100 on MS-MARCO-Doc. * denotes sig-
nificant degradation w.r.t. the randomized smoothed ranker
w/o noise data augmentation (p-value<0.05).

Method MRR@10 MRR@100

Original 𝑓 0.4428
∗

0.4470
∗

Smoothed
¯𝑓 w/o noise data aug 0.2259 0.2416

Smoothed
¯𝑓 0.3635

∗
0.3722

∗

6.2 Smoothed Ranker vs. Original Ranker
To answer RQ2, we compare the ranking performance of the ran-

domized smoothed ranker with the original ranker. We select BERT

as the original ranker and conduct experiments on MS-MARCO-

Doc. We also show the ranking performance of the randomized

smoothed ranker without the noised data augmentation.

From Table 1, we observe that: (i) The ranking performance of

smoothed ranker without noised data augmentation drops dramat-

ically (e.g., 0.2259 vs. 0.4428 in terms of MRR@100). The reason

might be that the smoothed ranker ranks documents based on the

ensemble ranking scores of perturbed documents, which are far

away from the original documents. (ii) By applying a noised data

augmentation strategy, the ranking performance of the smoothed

ranker improves significantly and becomes closer to the original

ranker. The reason might be that the augmented training docu-

ments are generated from the same perturbation distribution with

https://github.com/ict-bigdatalab/CertDR/
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the perturbed documents, which helps the smoothed ranker learn to

rank the perturbed documents properly. (iii) The smoothed ranker

has a moderate drop in terms of MRR@100 compared with the orig-

inal ranker with normal training (0.3722 vs. 0.4470). Similar drops

on clean acc (accuracy on clean examples) are also seen for robust

models in previous work [18, 31]. Future work could explore how

to achieve the trade-off between clean and robust performance.

Table 2: The CRQ (%) of different ranking models with dif-
ferent 𝐾 on MS-MARCO-Doc and MS-MARCO-Pas.

𝐾
MS-MARCO-Doc MS-MARCO-Pas

BM25 Duet BERT BM25 Duet BERT

1 3.0 9.5 15.5 12.5 7.0 14.0

2 2.0 1.5 12.5 6.0 2.0 15.0

3 1.5 1.5 11.5 8.0 0.5 14.5

4 3.5 0 10.0 5.5 0 7.5

5 3.5 0.5 13.0 4.5 0.5 15.0

10 1.5 0 3.0 2.5 0 9.5

20 1.5 0 0 0.5 0 3.0

30 0.5 0 0 0 0 1.5

40 0.5 0 0 1.5 0 0

50 0.5 0 0 0.5 0 0

60 0.5 0 0 0 0 0

70 0.5 0 0 1.0 0 0

80 0.5 0 0 0 0 0

90 0.5 0 0 0.5 0 0

6.3 Analysis of the Effect of 𝐾
To answer RQ3, we analyze the effect of 𝐾 for CertDR when we

certify the top-𝐾 robustness. Specifically, we analyze the ranking

performance of different ranking models in terms of CRQ, and set

𝐾 to 14 different values. As shown in Table 2, we can find that: (i)

Overall, the model becomes less certified top-𝐾 robust with the

increase of 𝐾 on both datasets. Intuitively, it is more difficult to

attack a document to a higher rank position than a lower rank

position. (ii) However, an interesting finding is that the certified

top-𝐾 robustness with a larger 𝐾 is even greater than a smaller 𝐾

in a certain range. For example, the CRQ of BERT is 15.0 with 𝐾 = 5

while 7.5 with𝐾 = 4 on theMS-MARCO-Pas dataset. By conducting

further analysis, we find that although documents ranked out of top

5 are not easily attacked into the top 5, the 5-th document could be

attacked into the top 4 easily. (iii) While the CRQ of NRMs reduces

to 0 after a point (e.g, the CRQ of Duet reduces to 0 after 𝐾=10), it is

interesting to find that the CRQ of BM25 remains at a low positive

value when 𝐾 is very large (e.g., CRQ of BM25 remains at 0.5 when

𝐾=30 to 90 on MS-MARCO-Doc). The reason may be that BM25

relies on the statistical features, which is more robust than word

embeddings of NRMs against adversarial attacks. This is consistent

with the findings in [49].

6.4 Comparison with Empirical Defenses
Based on the above analysis of certified robustness of different

models, we further compare CertDR with baseline empirical de-

fense methods (i.e., DA) following [46]. The WSRA is conducted by

PRADA [48], and we set 𝐾 = 10 and 5 for CertDR on MS-MARCO-

Doc and MS-MARCO-Pas, respectively.

Table 3: Comparisons between our proposed CertDR and the
baseline on the BERT. Adversarial attacks are conducted by
PRADA [48]. ADV corresponds to no defense. ADV and DA
are evaluated under SR (%) and CertDR is evaluated under
CondSR (%).

Dataset ADV DA CertDR

MS-MARCO-Doc 96.7 57.0 40.0

MS-MARCO-Pas 91.4 64.6 57.4

To answer RQ4, as shown in Table 3, we observe that: (i) The

SR is very high (i.e., up to 96.7% on MS-MARCO-Doc) if we do not

take any defense, indicating that it is important to develop defense

methods for NRMs to fight against adversarial attacks. (ii) Empirical

defense method DA reduces the SR to some extent. However, it per-

forms worse than CertDR. Hence, simply augmenting the training

documents (as in NLP) is not a robust defense against attacks in

IR. Future work should explore more adequate empirical defense

methods in IR. Importantly, empirical defense methods do not pro-

vide rigorous certified robustness guarantees and the performance

may significantly depend on the datasets and specific attacks. (iii)

CertDR achieves the lowest CondSR on both datasets, indicating

that our CertDR could certify the robustness theoretically while

enhancing the robustness empirically for ranking models.

7 CONCLUSION
In this paper, we defined the notion of Certified Top-𝐾 Robustness

for ranking models focusing on the characteristics of IR. We pro-

posed a certifiably robust defense method called CertDR, based

on randomized smoothing. The key idea is to smooth the rank-

ing model with random word substitutions, and construct provable

certification bounds based on the ranking property. Extensive exper-

iments validate that CertDR outperforms existing defense methods

and improves the certifiable robustness of ranking models.

In future work, it is worth to strengthen the notion of Certified

Top-𝐾 Robustness to guarantee that the order of top-𝐾 ranking

results remains unchanged. We hope that our study helps to put

concerns about the robustness of NRMs on the research agenda and

to motivate new defense ideas, including empirical and certified

defenses of ranking models.
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