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Abstract

Exclusion is an important and universal linguistic skill that
humans use to express what they do not want. There is little
research on exclusionary retrieval, where users express what
they do not want to be part of the results produced for their
queries. We investigate the scenario of exclusionary retrieval
in document retrieval for the first time. We present ExclulR,
a set of resources for exclusionary retrieval, consisting of an
evaluation benchmark and a training set for helping retrieval
models to comprehend exclusionary queries. The evaluation
benchmark includes 3,452 high-quality exclusionary queries,
each of which has been manually annotated. The training set
contains 70,293 exclusionary queries, each paired with a pos-
itive document and a negative document. We conduct detailed
experiments and analyses, obtaining three main observations:
(i) existing retrieval models with different architectures strug-
gle to comprehend exclusionary queries effectively; (ii) al-
though integrating our training data can improve the perfor-
mance of retrieval models on exclusionary retrieval, there still
exists a gap compared to human performance; and (iii) gen-
erative retrieval models have a natural advantage in handling
exclusionary queries.

1 Introduction

Selective attention (Treisman 1964; LaBerge 1990; Cherry
2020), defined as the ability to focus on relevant informa-
tion while disregarding irrelevant information, plays a cru-
cial role in shaping user’s search behaviors. This principle,
originating from cognitive psychology, not only shapes hu-
man perception of the environment but also extends its in-
fluence to interactions with information retrieval systems.
When searching for information, users can express a de-
sire to exclude certain information. We refer to this phe-
nomenon as exclusionary retrieval, where users explicitly
indicate their preference to exclude specific information.
Exclusionary retrieval emphasizes a crucial need for pre-
cision and relevance in information retrieval. It shows how
users use their knowledge and expectations to find informa-
tion that meets their specific needs. Therefore, the failure to
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Non-exclusionary query

& What are the American sci-fi action movies D J

released in 2019?

Exclusionary query

What other sci-fi movies (besides Avengers:
Endgame) were released in 20197

R4
X

Avengers: Endgame
Avengers: Endgame is a
2019 American superhero
film based on the Marvel
Comics superhero team the
Avengers...

Alita: Battle Angel

Alita: Battle Angel is a 2019
American cyberpunk action
film based on Yukito
Kishiro's manga series Battle
Angel Alita...

Figure 1: A comparison between non-exclusionary and ex-
clusionary queries. Exclusionary queries often specify con-
tent to be excluded (e.g., “Avengers: Endgame”) to express
the user’s requirements for omitting certain information. In
this case, if the retrieval system fails to comprehend the ex-
clusionary nature of a query (e.g., one containing the term
“besides,”) it will produce retrieval results that users do not
desire.

understand exclusionary queries can present a potentially se-
rious problem. For example, as shown in Figure 1, imagine
a user searching for movies in the retrieval system. He poses
a query like “What other sci-fi movies (besides Avengers:
Endgame) were released in 20197 If the retrieval system
cannot correctly address this exclusionary requirement, it
may return results containing content irrelevant to the user’s
interests (e.g., the movie “Avengers: Endgame”), thus reduc-
ing user satisfaction.

Research on exclusionary retrieval remains relatively
rare. Early studies mainly focus on keyword-based meth-
ods (Nakkouzi and Eastman 1990; McQuire and Eastman
1998; Harvey et al. 2003). These approaches rely on con-
structing boolean queries that include negation terms, which
is essentially a post-processing strategy. However, these



methods have limitations due to their reliance on struc-
tured queries, making them unsuitable for more diverse and
complex natural language queries. Moreover, post-retrieval
methods, such as rule-based filtering, are impractical in real-
world applications, because they are difficult to optimize
end-to-end with other models and can introduce potential
side effects and instability to the final results. Although re-
cent work has explored the impact of negation in modern re-
trieval models (Rokach, Romano, and Maimon 2008; Koop-
man et al. 2010; Weller, Lawrie, and Van Durme 2024), their
focus is on comprehending the negation semantics within
documents rather than the exclusionary nature of queries.

At present, there is no evaluation dataset to assess the ca-
pability of retrieval models in exclusionary retrieval. To ad-
dress this gap, our first contribution in this paper is the intro-
duction of the resources for exclusionary retrieval, namely
ExclulR. ExclulR contains an evaluation benchmark to as-
sess the capability of retrieval models in exclusionary re-
trieval, while also providing a training dataset that includes
exclusionary queries. The dataset is built based on Hot-
potQA (Yang et al. 2018). We first use ChatGPT! to generate
an exclusionary query for two given relevant documents, re-
quiring that only one document contains the answer while
explicitly rejecting information from the other document.
Subsequently, we employ 17 workers to check each data in-
stance in the benchmark to ensure data quality. The training
set comprises 70,293 exclusionary queries, while the bench-
mark includes 3,452 human-annotated exclusionary queries.
This dataset can evaluate whether retrieval models can cor-
rectly retrieve documents when dealing with exclusionary
queries, providing a new perspective for evaluating retrieval
models.

Our second contribution is to analyze the performance
of existing retrieval methods with different architectures on
exclusionary retrieval, including sparse retrieval (Robertson
and Zaragoza 2009; Nogueira, Lin, and Epistemic 2019),
dense retrieval (Karpukhin et al. 2020; Ni et al. 2022a), and
generative retrieval methods (Bevilacqua et al. 2022; Wang
et al. 2022a). We conduct extensive experiments and ar-
rive at three main observations: (i) Existing retrieval mod-
els cannot fully understand the real intent of exclusion-
ary queries; (ii) Generative retrieval models possess unique
advantages in exclusionary retrieval, while late interaction
models like ColBERT have obvious limitations in handling
such queries; (iii) Fine-tuning the retrieval models with the
training set of ExclulR can improve the performance on ex-
clusionary retrieval, but the results are still far from sat-
isfactory. We provide in-depth analyses of these observa-
tions. These conclusions contribute valuable insights for fu-
ture research on addressing the challenges of exclusionary
retrieval. We share the benchmark and evaluation scripts on
https://github.com/zwh-sdu/ExclulR.

2 Dataset Construction

As depicted in Figure 2, the construction of the ExclulR
dataset involves the following steps: (i) we first extract doc-
ument pairs from HotpotQA (Yang et al. 2018), where each
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Figure 2: Overview of ExclulR dataset construction process.
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data instance consisting of two interrelated documents; (ii)
for each document pair, we employ ChatGPT to generate an
exclusionary query. (iii) to enhance the diversity of the syn-
thetic queries, we further use ChatGPT to rephrase them;
and (iv) finally, to ensure a high quality of the dataset, we
establish annotation guidelines and hire workers for manual
correction.

2.1 Collecting documents pairs

We begin the construction process by collecting documents
from the HotpotQA (Yang et al. 2018) dataset, which is de-
signed for multi-hop reasoning in question-answering task.
Each data instance includes two supporting documents that
are related. The model needs to comprehend the association
between them and extract information from them to answer
the question. We extract two related documents from each
data instance to form our document pairs. In total, we col-
lected 74,293 document pairs. After merging and removing
duplicates, we obtained a document collection containing
90,406 documents.

2.2 Generating exclusionary queries

To efficiently construct our dataset, we design a prompt care-
fully to guide ChatGPT in generating exclusionary queries
for each pair of documents. To ensure that the generated
queries cover both positive and negative documents, we de-
sign a two-step construction strategy. Specifically, we first
instruct ChatGPT to generate a query relevant to both doc-
uments, and then guide ChatGPT to revise this query by
adding a constraint to include the semantics of refusal to in-
formation from the negative document.

2.3 Rewriting synthetic queries

Although the prompt has been carefully adjusted, the gen-
erated queries often express the exclusionary phrases in a
limited manner, such as “excluding any information about,”
“except for any information,” and “without referencing any
information about.” These expressions lack naturalness and
deviate from real-world queries. To increase the diversity
and naturalness of the queries, we further instruct ChatGPT
to rephrase them. Then, we partition the ExclulR dataset ob-
tained in this step into training and test sets. The test set
is further manually corrected to construct the benchmark,
which we will describe next.
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Figure 3: Distribution of the lengths of exclusionary queries
in ExclulR.

2.4 Manually correcting data

To build a reliable ExclulR benchmark, we hire 17 workers
for manual data correction. We first sample 4,000 instances
from the 74,293 exclusionary queries obtained in the previ-
ous step. Each instance contains two documents along with
a synthetic query generated by ChatGPT. We ask workers to
check the synthetic exclusionary query to ensure its natural-
ness and correctness and they are encouraged to express the
exclusionary nature of queries using diverse expressions. To
facilitate the correction process, we construct an online cor-
rection system. In the system, we define three operations for
workers to correct each data instance:

1. Criteria Met. If the synthetic query already meets the cri-
teria, no further modifications are necessary.

2. Query Modification. If the synthetic query fails to meet
the criteria, modify or rewrite the query to align with the
requirements.

3. Discard Data. If it is difficult to write a query that meets
the criteria based on these two documents, the workers
can choose to discard the data.

2.5 Quality assurance

We take several measures to ensure data quality: (i) we pro-
vide detailed documentation guidelines, including task def-
inition, correction process, and specific criteria for exclu-
sionary queries; (ii) we present multiple examples of exclu-
sionary queries to help workers understand the task and re-
quirements; (iii) we record a video to demonstrate the en-
tire correction process and emphasize the key considerations
that need special attention; (iv) we adopt a real-time feed-
back mechanism to allow workers to share the issues they
encounter during the correction process; we discuss these
issues and provide solutions accordingly; and (v) we ran-
domly sample 10% of the data of each worker for quality
inspection. If there are errors in the sampled data, we will
ask the worker to correct the data again.

2.6 Dataset statistics

Following the dataset construction process described above,
we obtained 3,452 human-annotated entries for the bench-
mark and 70,293 exclusionary queries for the training set.
The average word counts for exclusionary queries in the

training set and benchmark are 22.37 and 21.64, respec-
tively. To further investigate the diversity of data, we visual-
ize the distribution of the lengths of exclusionary queries in
Figure 3. We show that the lengths of exclusionary queries
are diverse, reflecting varying levels of complexity and de-
tails.

3 Experimental Setup

Methods for comparison. To evaluate the performance of
various retrieval models on exclusionary retrieval, we select
three types of retrieval models with different architectures:
sparse retrieval, dense retrieval, and generative retrieval.

Sparse retrieval methods calculate the relevance score
of documents using term matching metrics such as TF-
IDF (Robertson and Walker 1997).

* BM25 (Robertson and Zaragoza 2009) is a classical
probabilistic retrieval method based on the normalization
of the frequency of the term and the length of the docu-
ment.

* DocT5Query (Nogueira, Lin, and Epistemic 2019) ex-
pands documents by generating pseudo queries using
a fine-tuned T5 model before building the BM25 in-
dex (Raffel et al. 2020).

Dense retrieval uses pre-trained language models (PLMs)
as the backbones to represent queries and documents as
dense vectors for computing relevance scores.

* DPR (Karpukhin et al. 2020) is a dense retrieval model
based on dual-encoder architecture, which uses the rep-
resentation of the [CLS] token of BERT (Devlin et al.
2019).

* Sentence-T5 (Ni et al. 2022a) uses a fine-tuned T5 en-
coder model to encode queries and documents into dense
vectors.

* GTR (Ni et al. 2022b) has the same architecture as
Sentence-T5 and has been pretrained on two billion
question-answer pairs collected from the Web.

e CoIBERT (Khattab and Zaharia 2020) is a late inter-
action model that learns embeddings for each token in
queries and documents, and then uses a MaxSim opera-
tor to calculate the relevance score.

Generative retrieval is an end-to-end retrieval paradigm.

* GENRE (De Cao et al. 2020) retrieves entities by gen-
erating their names through a seq-to-seq model, it can
be applied to document retrieval by directly generating
document titles. The original GENRE is trained based on
BART as the backbone, and we reproduce it using T5.

* SEAL (Bevilacqua et al. 2022) retrieves documents by
generating n-grams within them.

* NCI (Wang et al. 2022a) proposes a prefix-aware weight-
adaptive decoder architecture, leveraging semantic docu-
ment identifiers and various data augmentation strategies
like query generation.

Evaluation metrics. For the original test queries, we report
the commonly used metrics: Recall at rank N (R@N, N =
1, 5, 10) and Mean Reciprocal Rank at rank N (MRR@ N,



Type Model HotpotQA ExclulR
R@2 R@5 R@10 MRR R@1 MRR AR@1 AMRR RR

Sparse BM25 67.16 76.65 8098 9247 49.68 65.17 7.82 4.66 5348
Retrieval DocT5Query 69.19 77.88 81.65 94.10 5098 67.50 7.85 3.81 5385

DPR 55.53 67.44 7349 81.73 49.63 65.79 7.34 501 54.02
Dense Sentence-TS 57.63 68.45 7429 8248 51.04 6627 10.11 7.01 5541
Retrieval GTR 61.82 7357 7942 8550 54.87 70.88 14.40 879 57.42

ColBERT 73.58 83.73 8795 9444 5400 7124 10.72 6.42  55.57
Generative GENRE 48.87 51.67 53.24 7525 48.03 63.22 4.35 0.13  52.10
Retrieval SEAL 60.78 7226 7820 85.76 51.33 67.88 11.64 7.1 5552

NCI 47.60 58.14 6437 7459 3722 51.37 1.97 229 5093

Table 1: Performance of models trained on HotpotQA and tested on HotpotQA and ExclulR. For the evaluation on HotpotQA,

we report Recall @2 rather than Recall@1, since each query in HotpotQA has two supporting documents.

Type Method NQ320k ExclulR
R@l R@5 R@10 MRR R@l MRR AR@I AMRR RR

Sparse BM25 3706 6124 63.86 4786 49.68 6517  7.82 766 5343
Retrieval ~ DocT5Query 42.63 66.18 7338 52.69 5098 67.50  7.85 3.81  53.85

DPR 5481 7950 8552 6539 4855 60.50 1645 1349 5876
Dense Sentence-TS  59.63 82.78 87.42 69.57 57.76 6634 3290 2796 67.83
Retrieval ~ GTR 62.35 84.67 89.17 7190 59.79 69.00 3485  28.12 6831

ColBERT 60.08 84.19 8941 7050 57.01 70.88 20.02 1526 59.97
Generative GENRE 56.25 7121 7400 62.80 31.63 37.63 1144 1015 58.65
Rotioval . SEAL 5524 7513 8097 63.86 4354 5517 1611 1527  60.02

NCI 6041 76.10 80.19 67.18 31.46 3895 1587 1681 56.84

Table 2: Performance of models trained on NQ320k and tested on NQ320k and ExclulR.

N = 10). Recall measures the proportion of relevant doc-
uments that are retrieved in the top IV results. MRR is the
mean of the reciprocal of the rank of the first relevant docu-
ment.

In ExclulR, each exclusionary query q has a positive doc-
ument d* and a negative document d ™. Thus, the difference
between the rank of d* and the rank of d~ can reflect the re-
trieval model’s capability of comprehending the exclusion-
ary query. So we report AR@ N and AMRR@ N, which can
be formulated as:

AR@N=R@N(d*)—R@N(d"),
AMRR@N =MRR@N (d*)—~MRR@N(d").

In addition, we report Right Rank (RR), which is the pro-
portion of results where d¥ is ranked higher than d~. The
expected value of RR is 50% with random ranking.

ey

4 Results and Analyses

In this section, we present four groups of experimental re-
sults and analyses to study: (i) the performance of the exist-
ing retrieval models on ExclulR (Section 4.1), (ii) the strat-
egy to improve the performance on ExclulR, including in-
corporating our dataset into the training data (Section 4.2),
and scaling up the model size (Section 4.3), (iii) the expla-
nation for the superiority of generative retrieval in ExclulR

(Section 4.4).

4.1 How well do existing methods perform on
ExclulR?

To evaluate the performance of various retrieval models
trained on existing datasets in ExclulR, we conduct our ex-
periments on two well-known standard retrieval datasets:
Natural Questions (NQ) (Kwiatkowski et al. 2019) and Hot-
potQA (Yang et al. 2018). NQ is a large-scale dataset for
document retrieval and question answering. The version we
use is NQ320k, which consists of 320k query-document
pairs. HotpotQA is a question-answering dataset that fo-
cuses on multi-hop reasoning. We split the original Hot-
potQA in the same way as our ExclulR dataset, resulting
in a 70k training set and a 3.5k test set.

The main performance of retrieval methods on the Ex-
clulR benchmark and other test data are presented in Table 1
and 2. We have the following observations from the results.

First, although these methods achieve good performance
on the standard test data including HotpotQA and NQ320k,
their performance on the ExclulR benchmark is unsat-
isfactory. Nearly all models score less than 10% higher
than random ranking on the RR metric. Despite the fact
that the Sentence-TS5 and GTR models trained on NQ320k
achieve the highest AR@1/AMRR/RR scores, they are far



Model Training Data NQ320k ExclulR
R@l1 R@5 R@10 MRR R@l1 MRR AR@! AMRR RR
DPR NQ320k 5481 79.50 85.52 6539 4855 60.50 1645 1349  58.76
N. w/ExclulR 55.08 7931 8549 65.58 55.04t 67.897 21.52f 16.387 61.00}
Sentence-T5S NQ320k 59.63 8278 8742 69.57 57776 6634 3290 2796  67.83
N. w/ ExclulR 59.80 81.58 87.13 69.36 63.09t1 74.57F 3447t 26.19 68.007
GTR NQ320k 62.35 84.67 89.17 7190 59.79 69.00 34.85 28.12  68.31
N. w/ExclulR 6144 83.82 88.34 7101 65.64f 76.98f 39.05f{ 28.46 69.98}
ColBERT NQ320k 60.08 84.19 8941 7050 57.01 70.88  20.02 1526  59.97
N. w/ExclulR  60.20 83.59 88.60 70.29 5791 73.52f 19.30 13.05 59.71
GENRE NQ320k 56.25 7121 74.00 62.80 31.63 37.63 11.44 10.15 58.65
N. w/ExclulR  55.15 70.00 72.85 61.55 65.67t 73.011 41.19f 20.317 70.48%
SEAL NQ320k 55.24 7513 80.97 63.86 4354 55.17 16.11 15.27  60.02
N. w/ExclulR 53.86 74.84 80.34 62.78 7039t 78.401 52.14f 43.257 78.02%
NCI NQ320k 6041 76.10 80.19 67.18 3146  38.95 15.87 16.81 56.84
N. w/ExclulR  60.61 76.53 80.55 67.46 5692t 64.67f 41.13t 39.921 7297}

Table 3: The results of the impact of augmenting NQ320k with the ExclulR training set. T indicates significant improvements

with p-value < 0.05.

from achieving ideal performance. This is attributed to the
fact that negative documents are erroneously retrieved and
ranked high, indicating that these models fail to comprehend
the exclusionary nature of queries.

Second, the diversity of training data impacts the model’s
ability to comprehend exclusionary queries. As can be seen
from Table 1 and 2, the models trained on NQ320k ex-
hibit better performance on ExclulR than those trained on
HotpotQA. We consider that this is because the queries in
NQ320k are more diverse and contain more exclusionary
queries. Therefore, increasing the domain and diversity of
training data can be beneficial for exclusionary retrieval. To
further investigate how expanding the training data influ-
ences performance, we conducted additional experimental
analyses. We have conducted further experimental analysis
in Section 4.2.

Additionally, as expected, sparse retrieval methods
demonstrate a significant limitation in comprehending the
exclusionary nature of queries, so they have almost no abil-
ity to handle ExclulR. As shown in Table 2, the RR scores
of BM25 and DocT5Query are only 53.48% and 53.85%,
which are only slightly higher than random. Their AR@ 1
and AMRR scores are lower than most neural retrieval mod-
els trained on NQ320k. This is an expected result, because
these methods are based on a lexical match between queries
and documents. This limitation prevents them from focusing
on the exclusionary phrases in the query, instead leading to
a high relevance score for negative documents.

Furthermore, we also evaluate the performance of addi-
tional models trained on different datasets in ExclulR. Due
to space limitations, these results are presented in appendix>.

2 Appendix is available at https:/arxiv.org/abs/2404.17288

4.2 How does incorporating our dataset into
training data affect the performance?

Previous experiments have demonstrated that models trained
on HotpotQA and NQ320k perform unsatisfactorily on Ex-
clulR. We believe that this is partly due to a lack of exclu-
sionary queries in the training data. Therefore, in this sec-
tion, we incorporate the ExclulR training set into the train-
ing data to assess its impact on performance. The results of
augmenting NQ320k with the ExclulR training set are pre-
sented in Table 3. Due to space limitations, the results of
augmenting HotpotQA are included in appendix. For ease of
analysis, we have summarized the results from both tables in
Figure 4. From the results, we have three main observations.

First, merging the ExclulR training set into the training
data can enhance most models’ ability to comprehend ex-
clusionary queries. Additionally, the performance of all gen-
erative retrieval models on ExclulR has significantly im-
proved. For instance, with NQ320k as the original dataset,
SEAL achieves 18% improvement (60.02% vs. 78.02%) in
RR by integrating the ExclulR training set, with only a small
(1.08%) decrease (63.86% vs. 62.78%) in performance on
the original test data. This is because the ExclulR training
set contains a large number of exclusionary queries, which
can help the retrieval model to comprehend the exclusionary
nature of queries better.

Second, when training data contain exclusionary queries,
generative retrieval models are better at handling exclusion-
ary retrieval task compared to dense retrieval models. As
shown in Figure 4, although dense retrieval models trained
on two original datasets perform better on ExclulR, aug-
menting with the ExclulR training set leads to a greater
improvement in generative retrieval models, ultimately sur-
passing dense retrieval methods overall. On average, genera-
tive retrieval models achieve a 17.75% improvement, in con-
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Figure 4: Performance of models under different training
data settings. The upper figures show the RR score of var-
ious models on the ExclulR benchmark, and the lower fig-
ures show the performance of these models on HotpotQA
and NQ320k. The different colors of the bars represent dif-
ferent training data.

trast to the average 4.77% improvement observed in dense
retrieval models. This is because the generative retrieval
model is more suitable for capturing the complex relation-
ships between queries and documents in terms of model
architecture. We present a more detailed analysis in Sec-
tion 4.4.

Third, ColBERT fails to achieve satisfactory perfor-
mance, even after fine-tuning on ExcluIR. Among the mod-
els trained with the ExclulR training set, CoIBERT exhibits
the lowest performance. This is because ColBERT calculates
the document relevance score based on token-level match-
ing, leading it to overlook exclusionary phrases in queries,
which is crucial for exclusionary retrieval. We have visual-
ized the relevance calculation of ColBERT to further under-
stand its performance in appendix.

Moreover, we consider that a model trained only on our
dataset would perform well on ExclulR but poorly on Hot-
potQA and NQ320k. This is because the diversity of train-
ing data is crucial for training a powerful retrieval model.
We have conducted preliminary experiments on Sentence-
TS5 to confirm this, due to space limitations, the results are
presented in appendix. The results indicate that the model
trained only on our dataset struggles to perform well on
standard retrieval datasets due to the lack of general training
data, so we didn’t conduct more experiments in this setting.

4.3 How does model size affect performance?

To analyze the impact of model size on the performance
of ExclulR, we increase model sizes of DPR, sentence-t5,
GENRE, and NCI, and train them on different datasets.
Specifically, for DPR, we use two variants: bert-base-

Training set Model Base Large
DPR 54.02 54251
Sentence-T5 55.41 53.78 |
HotpotQA  GENRE 5210 49.01 |
NCI 5093 50.64 |
DPR 61.19 62.63 1
HotpotQA Sentence-T5 66.75 69.01 1
w/ ExclulR  GENRE 69.07 70.96 1
NCI 73.75 73.61 ]
DPR 58.76  61.62 1
Sentence-T5 67.83 69.02 1
NQ320k  GENRE 58.65 55.82
NCI 56.84 62.541
DPR 61.00 63471
NQ320k Sentence-T5 68.00 69.65 1
w/ ExclulR  GENRE 70.48 72.86 1
NCI 7297 74451

Table 4: RR scores with different model sizes on ExclulR.
1 indicates that an increase in model size improves perfor-
mance, while | indicates the opposite.

uncased and bert-large-uncased. For sentence-t5, GENRE,
and NCI, we adopt t5-base and t5-large.

The results are presented in Table 4. We note that increas-
ing the model size generally improves performance on Ex-
clulR when the training data includes exclusionary queries.
This is consistent with observations by Ravichander, Gard-
ner, and Marasovi¢ (2022), who show that larger models
are better at understanding the implications of negated state-
ments in documents.

However, when training on original datasets, increasing
the model size does not always lead to improved perfor-
mance on ExclulR. We conducted additional experiments
on more models. The results indicated that the performance
of stsb-roberta-large decreases compared to stsb-roberta-
base. This indicates that simply increasing model size can-
not solve the challenges of exclusionary retrieval, we should
investigate building more training data and proposing new
training strategies.

4.4 Why are generative retrieval models superior
in ExclulR?

Generative retrieval models have inherent advantages in
comprehending exclusionary queries. We try to analyze and
explain the reason based on the architecture of generative
models.

First, as a comparison, we show that bi-encoder models
have a representation bottleneck for exclusionary queries.
When two documents are similar but have some differences
that the user would like to distinguish, it is difficult to ensure
that the vector representation of the query remains distant
from the negative document while closely aligning with the
positive document. This representation bottleneck prevents
the model from correctly comprehending the true intent of
the query. We present this proof in appendix.
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Figure 5: Summary of the analysis that shows the differences
between dense retrieval and generative retrieval models in
handling ExclulR.

Generative retrieval models adopt a sequence-to-sequence
framework, such as T5 or BART, which estimates the prob-
ability of generating the document IDs given the query us-
ing a conditional probability model: P(d|q). When gener-
ating document IDs, multiple cross-attention layers in the
decoder can capture the token-level semantic information in
the query, a phenomenon also explored by Wu et al. (2024).
Assuming the decoder consists of L layers, for the [-th layer
(0 <1 < L), the cross-attention layer is given by:

) ()T

QW K >v<l>,
Vdy,

l M g l (OF0) l

where QW) wy'sW, KO W Hy, v

W,S”Hél), and Hq(l) = [eq,, - ,eqy] are query token vec-

tors generated by encoder, S() = [eq,,--- , eq,,] are gener-

S+ — softmax ( 2)

ated embedding vectors for docid tokens at [-th layer, Wq(l),

W,gl) and W' are learnable cross-attention weight matri-
ces. We visualize the cross-attention architecture in gener-
ative models to summarize our analysis. As shown in Fig-
ure 5, the multi-level cross-attention mechanism allows the
model to strongly focus on key terms in the query, includ-
ing exclusionary phrases (highlighted in dark green). Thus,
when faced with queries with complex semantics, genera-
tive retrieval models are capable of effectively capturing the
query intent.

Notably, this architectural advantage is also present in
cross-encoders, such as the classic BERT re-ranker. We have
evaluated the performance of cross-encoder models on Ex-
clulR, the results are presented in appendix. It can be seen
that, within the zero-shot setting, a strong cross-encoder
model outperforms both dense retrieval and generative re-
trieval models on ExclulR. This result is expected, as the
cross-encoder calculates the similarity between a query and
a document individually, allowing it to better understand the
relation between the query and the document. However, em-
ploying such models for retrieval from the entire corpus is

time-prohibitive, which is why we excluded them from the
main experiments.

5 Related Work

Early studies in exclusionary retrieval primarily focus on
keyword-based methods. These approaches typically treat
user queries as logical expressions of boolean opera-
tions (Nakkouzi and Eastman 1990; Strzalkowski 1995; Mc-
Quire and Eastman 1998; Harvey et al. 2003). However,
these methods depend on explicit and deterministic rules,
lack the flexibility to handle subtle exclusions, and are not
suitable for more realistic retrieval scenarios.

In addition, there is a task related to exclusionary re-
trieval, known as argument retrieval (Wachsmuth, Syed, and
Stein 2018), which aims to retrieve the best counterargument
for a given argument on any controversial topic. While ar-
gument retrieval implicitly requires the model to find the
counterargument to the query, the intention of exclusion is
not explicitly expressed in the query. Wang et al. (2022b)
first investigate exclusionary retrieval in Text-to-Video Re-
trieval (T2VR). They demonstrate that existing video re-
trieval models performed poorly when dealing with queries
like “find shots of kids sitting on the floor and not playing
with the dog.” To the best of our knowledge, there has been
no research on exclusionary retrieval in document retrieval.

(Weller, Lawrie, and Van Durme 2024) introduce NevIR,
a benchmark designed to assess the ability of neural infor-
mation retrieval systems to handle negation. NevIR requires
retrieval models to rank two documents that differ only in
negation, where both documents remain consistent in all
other aspects except the key negation. Similarly, Rokach,
Romano, and Maimon (2008); Koopman et al. (2010) inves-
tigate the impact of negation contexts within documents on
retrieval performance. For example, a search for “headache”
might retrieve patient records containing “the patient has no
symptoms of headache.” Our work is different as we fo-
cus on exclusionary retrieval, studying whether the retrieval
model can comprehend the intent of exclusionary queries.

6 Conclusion

In this work, we focus on a common yet understudied re-
trieval scenario called exclusionary retrieval, where users
explicitly express which information they do not want
to obtain. We have provided the community with a new
benchmark, named ExclulR, which focuses on exclusionary
queries that explicitly express the information users do not
want to obtain. We have conducted extensive experiments
that demonstrate that existing retrieval methods with differ-
ent architectures perform poorly on ExclulR. Notably, Ex-
clulR cannot be solved by simply adding training data do-
mains or increasing model sizes. Additionally, our analyses
indicate that generative retrieval models inherently excel at
comprehending exclusionary queries compared with sparse
and dense retrieval models. We hope that this work can in-
spire future research on ExclulR.
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