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ABSTRACT
An opinion tag is a sequence of words on a specific aspect of a
product or service. Opinion tags reflect key characteristics of prod-
uct reviews and help users quickly understand their content in e-
commerce portals. The task of abstractive opinion tagging has pre-
viously been proposed to automatically generate a ranked list of
opinion tags for a given review. However, current models for opin-
ion tagging are not personalized, even though personalization is
an essential ingredient of engaging user interactions, especially in
e-commerce. In this paper, we focus on the task of personalized
abstractive opinion tagging. There are two main challenges when
developing models for the end-to-end generation of personalized
opinion tags: sparseness of reviews and difficulty to integrate multi-
type signals, i.e., explicit review signals and implicit behavioral
signals. To address these challenges, we propose an end-to-end
model, named POT, that consists of three main components: (1) a
review-based explicit preference tracker component based on a hier-
archical heterogeneous review graph to track user preferences from
reviews; (2) a behavior-based implicit preference tracker component
using a heterogeneous behavior graph to track the user preferences
from implicit behaviors; and (3) a personalized rank-aware tagging
component to generate a ranked sequence of personalized opinion
tags. In our experiments, we evaluate POT on a real-world dataset
collected from e-commerce platforms and the results demonstrate
that it significantly outperforms strong baselines.

CCS CONCEPTS
• Information systems→ Summarization; Sentiment analy-
sis.
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1 INTRODUCTION
As large volumes of reviews of products and services are published
every day, users of e-commerce platforms need tools to make sense
of those reviews. In order to help users quickly understand the
key information of products to facilitate their choices, many e-
commerce platforms provide tips and aspects to reflect the key char-
acteristics of product reviews. Often, a salient sentence is extracted
as a tip to provide an overview of product information [24, 25]. As-
pects refer to manually defined categories of products; they have
also been applied to label reviews in e-commerce platforms [2].
However, the information contained in tips and aspects cannot give
users a comprehensive and diverse representation of products (see
Fig. 1), which reduces the user consumption experience [26]. Sev-
eral e-commerce platforms, such as Dianping1 and Taobao2, have
begun to provide opinion tags that reflect user preferences. An opin-
ion tag is a sequence of words on a specific aspect to describe a prod-
uct or service. Fig. 1 lists an example of reviews, tips, aspects, and
opinion tags from Dianping, the largest crowd-sourced e-commerce
review platform. In contrast with tips and aspects, opinion tags are
able to provide more comprehensive user-preferred information.

Manually creating opinion tags is time-consuming and labor-
intensive. In order to automatically provide opinion tags based on
product reviews, a number of methods have been proposed [7, 24,
26, 27, 43, 44]. Most methods only focus on extracting opinion tags
from reviews while ignoring the ranking of different opinion tags.
Li et al. [26] propose abstractive opinion tagging (AOT) to gener-
ate a ranked list of opinion tags from the product reviews. Unfor-
tunately, AOT fails to provide personalized product information.

1https://www.dianping.com/
2https://www.taobao.com/

https://doi.org/10.1145/3477495.3532037
https://doi.org/10.1145/3477495.3532037
https://doi.org/10.1145/3477495.3532037
https://www.dianping.com/
https://www.taobao.com/
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Brief information

★ Title: FLY PIZZA & HOODADAK CHICKEN
★ Tip: The dip is an exclusive secret recipe.
★ Aspects: Cost-effective, Service, Taste, Environment, Space . . .

Reviews

𝑹1: Delicious as always . . .The waiter is too handsome, and the service
attitude is very good . . . I will definitely come more often in the
future.

𝑹2: The location of the restaurant is very easy to find, and the space
is very large . . .You can totally trust the level of service in this
restaurant.

𝑹3: Overall cool experience . . . I was pleasantly surprised by the deli-
ciousness of the dipping sauce. . .

𝑹4: The beef is very tender . . .waiter introduce the dishes attentively . . .
𝑹5: Totally overwhelmed by the deliciousness here, but the environment

can be a bit noisy . . .

Opinion tags

𝑼1: Fairly quick and polite service, great value for money.
𝑼2: Recommend everyone to come! Excellent dipping sauce, and the

space is quite spacious.

Figure 1: An example of a popular restaurant from Dianping.
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Figure 2:We count the top-3 aspects mentioned in each user’s
historical reviews, and show the proportion of the different
aspects. Inside each bar, we also present the proportion of
users who include the preferred aspect in recent reviews.

In this paper, we focus on generating opinion tags in a personal-
ized way. However, establishing accurate mappings between user
preferences and opinion tags is challenging. As an opinion tag is
focused on one aspect, we consider using those predefined aspects
as the bridge to connect users and opinion tags. Fig. 2 shows a dis-
tribution of aspects mentioned in reviews on Dianping. According
to the distribution of aspects that users prefer, we find that users
have diverse but consistent preferences on a set of aspects. For ex-
ample, 94.87% users preferring “feeling” in historical reviews men-
tion the same aspect again in their recent reviews. By leveraging
user-preferred aspects to acquire personalization, we propose the
task of personalized abstractive opinion tagging: we select the in-
formation that users are interested in from reviews, and then gen-
erate a ranked list of aspect and opinion tag pairs. As only a lim-
ited number of users provide reviews after consumption [18], it
is difficult to capture inactive user interests purely from reviews.
Inspired by previous studies on information retrieval and recom-
mendation [12, 19, 29], we consider tracking user preferences not
only using explicit feedback, i.e., reviews, but also using implicit

behavior, e.g., clicks and purchases, etc. Two main challenges ex-
ist in personalized abstractive opinion tagging: (1) Sparseness of
explicit feedback makes it difficult to explore preferences. (2) It is
difficult to blend user implicit behaviors and explicit feedbacks.

To tackle the challenges listed above, we propose an end-to-end
model, namely POT, which consists of three main components:
(1) review-based explicit preference tracker (REPT), (2) behavior-based
implicit preference tracker (BIPT), and (3) personalized rank-aware
tagging (PRT). To tackle the sparseness in reviews, we propose a
REPT based on a hierarchical heterogeneous review graph (HHRG)
established by jointly modeling users, products, and reviews, to en-
rich explicit preferences. Based on a heterogeneous graph attention
network, we track user preferences in HHRG by learning review-
based representations with neighborhood features as supervision
signals. We propose a BIPT to integrate implicit behavior and ex-
plicit feedback. BIPT tracks user preferences from a variety of im-
plicit behavior based on a heterogeneous behavior graph (HBG).
HBG mines potential user relations, and supplements them into
user explicit preferences based on a multi-type behavior graph neu-
ral network. Finally, we propose a PRT to generate a ranked se-
quence of personalized aspect and opinion tag pairs.

Personalized opinion tagging data is difficult to obtain. As far as
we know, there is no benchmark dataset supporting our task with
comprehensive, diverse and personalized opinion tags. To evaluate
the effectiveness of POT, we collect and establish a new real-world
dataset, named PATag, from Dianping. PATag contains 555, 297 re-
views and 135, 586 opinion tags from 68, 732 users and 58, 643 prod-
ucts. Experiments conducted on PATag show that POT significantly
outperforms state-of-the-art baselines in terms of generation and
ranking metrics on personalized abstractive opinion tagging.

To sum up, our contributions in this paper are as follows:
• To the best of our knowledge, we are the first to generate person-
alized opinion tags in an abstractive fashion.

• We propose an end-to-end model, POT, to generate a ranked list
of aspect and opinion tag pairs.

• POT is able to track user preferences by integrating implicit
behavior with explicit feedback.

• Experimental results conducted on the PATag dataset verify the
effectiveness of our proposed model. We show that POT signifi-
cantly outperforms baselines.

• We collect a large-scale dataset named PATag, consisting of user
historical reviews, product reviews, and opinion tags.

2 RELATEDWORK
2.1 Keyphrase generation
A lot of research has been conducted on generating keyphrases
to summarize important information from multi-source user-
generated content in specific scenarios, such as social media plat-
forms [32, 41, 45, 48] and e-commerce scenarios [16, 22, 23, 25, 46].
Keyphrase generation in social media concerns distilling salient
information from large numbers of posts to quickly summarize cur-
rent events. Zhang et al. [47] present a neural keyphrase extraction
framework for microblog posts that takes their conversation con-
text into account to alleviate the problem of data sparseness. Wang
et al. [41] explore the abstractive approaches, and propose a topic-
aware model to generate key phrases by modeling the potential
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topic representations in tweets. In the e-commerce scenario, the
keyphrase is usually expressed as tags, tips, or product titles. Sun
et al. [34] propose a multi-source pointer network to generate in-
formative and fluent short titles by copying words from not only
the source title but also the background knowledge. Li et al. [24, 25]
jointly model the tasks of user rating prediction and tip generation,
to generate abstractive tips with good linguistic quality, simulating
user experience and feelings. Yang et al. [44] design a query-aware
tip generation framework, which explores user intent to help users
gain quick insights into the search results.

Different from existing work that considers generating a short
keyphrase in a single dimension, we consider a comprehensive
summary from multiple aspects.

2.2 Opinion summarization
Opinion summarization has become an active research area in re-
cent years. Early studies on opinion summarization focus on extract-
ing salient sentences from the original review text [2, 7, 17, 27, 43].
Xiong and Litman [43] propose a novel unsupervised extractive ap-
proach for opinion summarization by exploiting review helpfulness
ratings. Angelidis and Lapata [2] utilize weakly supervised learn-
ing methods to extract review summaries by combining the tasks
of aspect extraction and sentiment prediction. Recently, abstrac-
tive approaches have also been explored [3, 11, 13, 14, 33, 38, 39].
Wang and Wan [38] propose a self-supervised framework to gen-
erate opinion summaries by exploiting the intra- and inter-group
invariances of aspect and sentiment.

Abstractive review summarization are also receiving more and
more attention: Li et al. [23] design an attribute-aware sequence
network for personalized review summarization, which mainly
considers word-using habits or writing styles of different users.
Chan et al. [8] propose a novel dual-view model with inconsistency
loss to jointly improve the performance of review summarization
and sentiment classification. Nguyen et al. [30] generate review
summaries for specific aspects of the product in an unsupervised
way, reducing the generation of generic and uninformative content.

The above summarization approaches only consider textual in-
formation while ignoring the interaction between users and prod-
ucts. In contrast, we focus on personalized opinion tags generation
by extracting user preference information from user explicit feed-
back and their implicit behavior w.r.t. the product.

3 PRELIMINARIES
Before detailing our method, we first provide important concepts
and formulate the research problem. Then we introduce the hierar-
chical heterogeneous review graph applied in our model.

3.1 Problem formulation
Table 1 lists important notations used in this paper.

We first define the notions of aspects and opinion tags. We de-
note a set of aspects as 𝐴 = {𝑎1, 𝑎2, . . . , 𝑎𝑛}, where each aspect
𝑎𝑖 ∈ 𝐴 is defined as a manually created keyword that expresses
characteristics of a product, e.g., taste, service, etc. (in a restaurant).
We define an opinion tag 𝜏 = [𝑤1,𝑤2, . . . ,𝑤𝑙 ] to be a sequence of 𝑙

Word Layer

Aspect Layer

Product Layer

User Layer

...

... ...

...

Figure 3: The architecture of HHRG. There are four hierar-
chical layers in HHRG: users, products, aspects, and words
in reviews.

words on a specific aspect to describe a product. The task of person-
alized opinion tagging aims to automatically generate a ranked list
of aspect-opinion tag pairs of a specific product for a specific user.

We suppose there are a set of users 𝑈 and a set of products 𝑃
in the task of personalized opinion tagging. Given a user 𝑢 ∈ 𝑈
and a product 𝑝 ∈ 𝑃 , we denote the historical reviews of user 𝑢 and
product 𝑝 as 𝑅𝑢 and 𝑅𝑝 , respectively. We define a set of products
𝑃𝑢 = {𝑝1, 𝑝2, . . . , 𝑝𝑚} as products that user 𝑢 reviewed. Given a
user 𝑢, a product 𝑝 , historical reviews 𝑅𝑢 and 𝑅𝑝 , the objective of
the task of personalized opinion tagging is to generate an ordered
sequence of aspect-opinion tag pairs, i.e., 𝑌𝑢,𝑝 = [𝑌𝑢,𝑝1 , 𝑌

𝑢,𝑝

2 , . . . ,

𝑌
𝑢,𝑝
𝑛 ], in which 𝑌𝑢,𝑝

𝑖
= [𝑎𝑖 , 𝜏𝑖 ] contains an aspect 𝑎𝑖 ∈ 𝐴, and an

aspect-aware opinion tag 𝜏𝑖 that describes the aspect. Note that the
opinion tag that appears in high-ranking pairs in 𝑌𝑢,𝑝 has a higher
level of user preferences. In order to further explore user preferences
through different types of behavior, the task of personalized opinion
tagging takes as input the behavior information between user 𝑢
and products that have been clicked, favored, or ordered by 𝑢, i.e.,
𝑃𝐵,𝑢 = 𝑃𝐶,𝑢 ∪ 𝑃𝐹,𝑢 ∪ 𝑃𝑂,𝑢 .

3.2 Hierarchical heterogeneous review graph
We design a hierarchical heterogeneous review graph (HHRG) for
tracking user preferences from reviews. Formally, a graph is de-
noted as 𝐺 = (𝑉 , 𝐸), where 𝑉 and 𝐸 are sets of nodes and edges
in the graph. As shown in Fig. 3, a HHRG consists of four layers
from bottom to top: a word layer, an aspect layer, a product layer,
and a user layer. Correspondingly, four types of nodes exist in 𝑉 :
words𝑊 , aspects 𝐴, products 𝑃 , and users 𝑈 . Three types of edges
comprise 𝐸: user-product edges 𝐸𝑈𝑃 , product-aspect edges 𝐸𝑃𝐴 ,
and aspect-word edges 𝐸𝐴𝑊 . An edge in 𝐸𝑈𝑃 reflects an explicit
relation between a user and a product, i.e., whether the user has
written reviews for the product. An edge in 𝐸𝑃𝐴 indicates an as-
pect involved in the historical reviews of the product, whereas an
aspect-word edge in 𝐸𝐴𝑊 reflects a linkage between a word and
the aspect to which the word belongs.
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Figure 4: An overview of POT. POT is composed of three components: review-based explicit preference tracker (REPT), behavior-
based implicit preference tracker (BIPT), and personalized rank-aware tagging (PRT). Note that nodes in red/blue/purple/green
represents user/product/aspect/word, and edges in different colors in behavior graph mean different behavior.

Table 1: Glossary.

Symbol Description

𝑈 a set of users
𝑃 a set of products
𝐴 a set of aspects
𝑊 a set of words
𝜏 an opinion tag
𝑌
𝑢,𝑝

𝑖
an aspect-opinion tag pair of user 𝑢 to
product 𝑝 in aspect 𝑎𝑖

𝑅𝑢 , 𝑅𝑝 historical reviews of user𝑢 and product 𝑝
𝑃𝑢 a set of products reviewed by user 𝑢
𝑃𝐵,𝑢 a set of products that user 𝑢 ever clicked,

favored and ordered
ℎ𝑟𝑢 , ℎ

𝑟
𝑝 , ℎ

𝑟
𝑎𝑖
, ℎ𝑟𝑤 the node representation of user𝑢, product

𝑝 , aspect 𝑎𝑖 , and word𝑤 in HHRG based
on the WAPU meta-path

ℎ̂𝑟𝑢 the node representation of user 𝑢 in
HHRG based on the WAU meta-path

𝑆𝑐 , 𝑆 𝑓 , 𝑆𝑜 the adjacent matrix of clicks, favor, and
purchase behaviors

𝐻𝑏
𝑈
, 𝐻𝑏
𝑃

the node representation of users and prod-
ucts in HBG

4 METHOD
In this section, we detail our proposed method, named POT. As
shown in Fig. 4, POT consists of a review-based explicit preference
tracker (REPT), a behavior-based implicit preference tracker (BIPT),
and a personalized rank-aware tagging (PRT).

4.1 Encoder and decoder
Based on an encoder-decoder framework, we use a transformer
architecture [36] as the backbone of our framework. Before detailing
each component, we first detail the encoder and decoder structure
in POT.

Encoder.Given a product’s historical reviews 𝑅𝑝 , we first map each
word𝑤 ∈ 𝑅𝑝 into a hidden representation by the word embedding

layer and positional embedding layer:

ℎ (0) = Embed(𝑤) + Pos(𝑤) . (1)

where ℎ (0) represents the initial hidden states. Then we stack 𝐿
transformer layers to encode the global contextual information of
reviews, i.e., ℎ𝑒𝑛𝑐 = ℎ (𝐿) . The hidden representation of layer 𝑙 is
computed as follows:

ℎ (𝑙 ) = FFN(𝑧 (𝑙 ) ), (2)

𝑧 (𝑙 ) = MultiHead(𝑊𝑞ℎ (𝑙−1) ,𝑊𝑘ℎ (𝑙−1) ,𝑊𝑣ℎ
(𝑙−1) ), (3)

where FFN(·) is a point-wise feed-forward layer with ReLU as the
activation function;MultiHead(·) is the multi-head self-attention
in transformers [36];𝑊𝑞 ,𝑊𝑘 , and𝑊𝑣 are trainable weights for sub-
space projection. Each transformer layer performs a normalization
operation after residual connection.
Decoder. Given the input 𝑥 , the decoder infers the target output
𝑦 by maximizing the conditional probability 𝑃 (𝑦 |𝑥). The decoder
factorizes 𝑃 (𝑦 |𝑥) into a product of conditional probabilities of the
target output at each decoding step given the encoded hidden states
ℎ𝑒𝑛𝑐 and all the previous target output sequence:

𝑃 (𝑦 |𝑥) =
𝑇∏
𝑡=0

𝑃 (𝑦𝑡 |𝑦1, 𝑦2, . . . , 𝑦𝑡−1, ℎ𝑒𝑛𝑐 ), (4)

where 𝑇 is the length of the target sequence and 𝑦𝑡 denotes the 𝑡-
th token of sequence 𝑦. Like the encoder, the decoder also stacks
multiple transformer layers. Furthermore, each transformer layer
of the decoder performs attention on the source-side context.

4.2 Review-based explicit preference tracker
The review-based explicit preference tracker (REPT) aims to obtain
the review-based hidden representation of user preferences and
product, i.e., ℎ𝑟𝑢 and ℎ𝑟𝑝 , based on the HHRG introduced in §3.2.

As illustrated in Fig. 3, HHRG consists of four layers: word layer,
aspect layer, product layer and user layer. Representations of nodes
in the graph are obtained from the representation of the word layer
through the propagation and aggregation of heterogeneous nodes.
There are two critical stages for representation learning of HHRG:
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(1) node representation updates; and (2) information propagation
across the hierarchical heterogeneous review graph.

4.2.1 Node representation updates. After the initialization of a node
representation, we apply a graph attention network (GAT) [37] to
update each node’s representation based on its associated nodes.
Formally, given a node 𝑖’s representationℎ𝑖 and its associated nodes
𝑁𝑖 in the layer underneath, we update the representation of node 𝑖
to get ℎ′

𝑖
:

ℎ′𝑖 = GAT(ℎ𝑖 , {ℎ 𝑗 , 𝑗 ∈ 𝑁𝑖 }) . (5)
where GAT computes the attention scores between the node and
its neighborhoods based on a shared attention mechanism. As the
heterogeneous characteristics of HHRG, we map all the nodes into
the same vector space before aggregation. For each node 𝑗 ∈ 𝑁𝑖 , we
compute the attention weight 𝛼𝑖 𝑗 between node 𝑖 and 𝑗 as follows:

𝛼𝑖 𝑗 =
exp(𝑒𝑖 𝑗 )∑

𝑘∈𝑁𝑖
exp(𝑒𝑖𝑘 )

, 𝑒𝑖 𝑗 = FFN( [ℎ𝑖 ,𝑊ℎ 𝑗 ]), (6)

where FFN(·) is a feedforward layer followed by a LeakyReLU acti-
vation;𝑊 is a trainable parameter in order to project the represen-
tation of the neighbor nodes into the representation space of node
𝑖 . Then we compute the node representation as a weighted sum
of its associated nodes representations, i.e., ℎ′

𝑖
=
∑
𝑗∈𝑁𝑖

𝛼𝑖 𝑗ℎ 𝑗 . We
employ multi-head attention to enhance the representation power.
Hence we perform 𝐾 independent attention mechanisms and get
ℎ
′(1)
𝑖

, ℎ
′(2)
𝑖

, . . . , ℎ
′(𝐾 )
𝑖

. Then we aggregate these representations as
follows:

ℎ′𝑖 = Agg(ℎ′(1)
𝑖

, ℎ
′(2)
𝑖

, . . . , ℎ
′(𝐾 )
𝑖

), (7)
where 𝐴𝑔𝑔 indicates a concatenation operation or an averaging
operation. We stack 𝐿 layers of GAT for updating representations.
Specifically, we perform the averaging aggregation operation in
the final layer and the concatenation operation in other layers.

4.2.2 Meta-path based propagation. To track the reviewed-based
hidden representation of user preferences, we propose a word-
aspect-product-user (WAPU) meta-path to propagate preferences
from word-level to user-level on HHRG. A WAPU meta-path prop-
agates information from words of a product’s historical reviews to
products, and then to the user. We add an aspect layer between the
product layer and the word layer for preference filtering and aggre-
gation. Given a node for user 𝑢 and its associated nodes 𝑁𝑢 in the
product layer, the information aggregation process is calculated as
follows:

ℎ𝑟𝑢 = GAT(ℎ𝑟𝑢 (0) , {ℎ𝑟𝑝 , 𝑝 ∈ 𝑁𝑢 }), (8)

where ℎ𝑟𝑢 is the review-based user preference andℎ𝑟𝑢 (0) is the initial
representation. Here, ℎ𝑟𝑝 is the final representation of the node for
each product 𝑝 ∈ 𝑁𝑢 , which is calculated as follows:

ℎ𝑟𝑝 = Con(ℎ𝑟𝑎1 , ℎ
𝑟
𝑎2 , . . . , ℎ

𝑟
𝑎𝑛
), (9)

where {𝑎1, 𝑎2, . . . , 𝑎𝑛} are the associated nodes of 𝑝 in the aspect
layer, whereas Con(·) is the concatenate operation. For each node
𝑎𝑖 ∈ {𝑎1, 𝑎2, . . . , 𝑎𝑛}, we calculate ℎ𝑟𝑎𝑖 using representations of its
associated nodes 𝑁𝑎𝑖 in the word layer:

ℎ𝑟𝑎𝑖 = GAT(ℎ𝑟𝑎𝑖
(0)
, {ℎ𝑟𝑤 ,𝑤 ∈ 𝑁𝑎𝑖 }) . (10)

where ℎ𝑟𝑤 denotes the word representation in the word layer. Note
that all GAT(·) operations in meta-path propagation will stack

multiple layers for better aggregation. By exploring interactions
between users and products, our meta-path based propagation
enriches user/product representations and alleviates the sparseness
problem in reviews.

4.2.3 Contrastive learning. Although we obtain representations
using the meta-path based propagation, it is still noisy to track user
preferences from a large set of reviews due to the long propagation
path. To this end, we use shorter meta-paths as supervision signals
and adopt a contrastive learning model to denoise. The model ag-
gregates the representations of users with similar preferences and
vice versa. We assume that products and users who have reviewed
products should have similar preference representations.

For a product 𝑝 , we denote a user who provided positive reviews
as a positive sample 𝑢+; whereas we randomly choose a user who
has no interaction with 𝑝 to form a negative sample 𝑢− . The objec-
tive of contrastive learning is to minimize the following loss:

L𝑐 = − log
exp (ℎ𝑟𝑝 · ℎ̂𝑟

𝑢+ )∑
𝑢∗∈{𝑢+,𝑢− } exp (ℎ𝑟𝑝 · ℎ̂𝑟

𝑢∗ )
, (11)

where ℎ𝑟𝑝 , ℎ̂𝑟𝑢+ and ℎ̂
𝑟
𝑢− denote representations of product 𝑝 , posi-

tive user 𝑢+ and negative user 𝑢− . By maximizing (ℎ𝑟𝑝 · ℎ̂𝑟
𝑢+ ), the

contrastive loss forces their semantic representations to project
close to each other.

A user representation propagated by a WAPU meta-path may
suffer from error accumulation of product representations. There-
fore, we obtain a user representation in contrastive learning directly
from the word layer and aspect layer. We build a word-aspect-user
(WAU) meta-path with three layers of nodes using the user’s his-
torical reviews. The representation of the user is obtained in a sim-
ilar manner as the calculation of the representation of a product in
Eq. 9, which is denoted as ℎ̂𝑟𝑢 .

4.3 Behavior-based implicit preference tracker
The behavior-based implicit preference tracker (BIPT) aims to in-
fer user preferences from implicit feedback based on user behavior.
We first build a heterogeneous behavior graph (HBG) to maintain
the behavior between the users and products. Then we obtain a
representation of the users using LightGCN [15]. And finally, we
aggregate the representations of similar users as the final represen-
tation of implicit user preferences.

4.3.1 Behavior graph building. Formally, the behavior graph be-
tween the users and products is represented by an adjacent matrix
𝑆 , where the entry 𝑆 (𝑢, 𝑝) = 𝑛 indicates that 𝑢 has 𝑛 interactions
with 𝑝 . We build three directed behavior graphs for three types of
behavior in HBG, i.e., clicks 𝑆𝑐 , favors 𝑆 𝑓 , and orders 𝑆𝑜 . Note that
the matrix 𝑆∗ ∈ R |𝑈 |× |𝑃 | , where |𝑈 | and |𝑃 | denote the number of
users the products in the behavior graph, respectively.

4.3.2 Implicit preference tracking. Taking clicking behavior as an
example, after the initialization of product and user embeddings,
LightGCN is applied to obtain the representation of each node by
aggregating the information from its neighbors. To capture the
semantics with different granularities, we obtain the final node
representation by combining the representations of each layer in
LightGCN. The representations of all user nodes is calculated as
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follows:

𝐻𝑐𝑈 =
1

𝐿 + 1

𝐿∑︁
𝑙=0

𝐸
(𝑙 )
𝑃
, (12)

where 𝐿 is the number of stacked LightGCN layers; 𝐸 (𝑙 )
𝑃

is the
representations of all product nodes after 𝑙 LightGCN layers and it
is calculated by:

𝐸
(𝑙 )
𝑃

= 𝐷−1𝑆𝑐𝐸 (𝑙−1)
𝑃

, (13)
where 𝑆𝑐 is the adjacency matrix of the clicking graph; 𝐷 is the
diagonal degree matrix of 𝑆𝑐 and 𝐸 (0)

𝑃
represents the embeddings

of products. By aggregating the user representation obtained from
each behavior graph, we compute the representation of user in HBG:

𝐻𝑏𝑈 =𝑊𝑇 ( [𝐻𝑐𝑈 , 𝐻
𝑓

𝑈
, 𝐻𝑜𝑈 ]), (14)

where𝑊 ∈ R3×𝑑,𝑑 is a trainable parameter for semantic space
projection, and 𝑑 is the hidden size of user representation.

As illustrated before, since there is no semantic information in
the propagation, we only use it to calculate the similarity between
two users. Then we obtain the implicit preference of users by ag-
gregating the review-based preference of other users based on the
similarity.

For each user 𝑢, we calculate a similarity score between 𝑢 and all
other users by conducting an inner product of their behavior repre-
sentations in 𝐻𝑏

𝑈
. Then, we select neighbors with top-𝑘𝑠 highest

scores as the user most similar neighbors. Finally, we aggregate the
review-based representations of similar neighbors to obtain user
𝑢’s implicit preference ℎ𝑏𝑢 . So we have:

ℎ𝑏𝑢 =
∑︁

𝑢𝑖 ∈𝑁𝑢

𝑤𝑢,𝑢𝑖 ℎ̂
𝑟
𝑢𝑖
,

𝑤𝑢,𝑢𝑖 =
exp ((ℎ̃𝑏𝑢 )𝑇 · ℎ̃𝑏𝑢𝑖 )∑

𝑢 𝑗 ∈𝑁𝑢
exp ((ℎ̃𝑏𝑢 )𝑇 · ℎ̃𝑏𝑢 𝑗

)
,

𝑁𝑢 = TopK(ℎ̃𝑏𝑢 · (𝐻𝑏𝑈 )
𝑇 ),

(15)

where ℎ̂𝑟𝑢𝑖 is the user preference obtained from the meta-path WAU
in §4.2.3; ℎ̃𝑏𝑢 and 𝐻𝑏

𝑈
is the user representation obtained by Eq. 14,

where 𝐻𝑏
𝑈

is representation of all users; 𝑤𝑢,𝑢𝑖 is the calculated
similarity between user 𝑢 and his neighbor 𝑢𝑖 .

4.3.3 Neighbor denoising. As user implicit behaviors usually are
noisy [42], we perform relation denoising to select the most similar
users on the behavior graph. These identified similar neighbors are
the nodes that contribute most to personalized opinion tagging. To
make the relations between the users and products predicted by the
model more reliable, we reconstruct the user’s explicit behaviors,
i.e., reviews, on the behavior graph.

To impose the above constraint, we append a fully-connected
multi-layer perception (MLP) after LightGCN layers for relation
prediction. Here, the LightGCN and MLP layer acts as a concrete
autoencoder [1], with the former as encoder, and then the latter as
the decoder. After encoding by LightGCN, we get the representation
of all users 𝐻𝑏

𝑈
and the representation of all products 𝐻𝑏

𝑃
according

to Eq. 14. By forwarding anMLP, we obtain the scores of the relation
between each user and product:

𝐼𝑏 = Sigmoid(𝐻𝑏𝑈𝑊𝐻𝑏𝑃 ), (16)

where𝑊 ∈ R𝑑×𝑑 is a training parameter and 𝐼𝑏 is the final score
matrix where each entry represents the score of the relation be-
tween a specific user and product. Also, the review interaction be-
tween user and product is constructed as a matrix 𝐼𝑟 , where 𝐼𝑟 (𝑢, 𝑝)
equals 1 when the user 𝑢 has written positive reviews for product
𝑝 , and 0 for other situations. To make the relations predicted by the
model reliable, we force the model to predict 𝐼𝑏 as similar to 𝐼𝑟 as
possible. The select loss is expressed as:

L𝑠 = − 1
|𝐼𝑟 |

∑︁
𝐼𝑟 log 𝐼𝑏 + (1 − 𝐼𝑟 ) log(1 − 𝐼𝑏 ), (17)

where |𝐼𝑟 | is the number of entries in 𝐼𝑟 .

4.4 Personalized rank-aware tagging
As illustrated above, we extract the explicit and implicit user prefer-
ences based on REPT and BIPT. In this section, we fuse these pref-
erences to generate personalized opinion tags. PRT first predicts
the scores of each candidate aspect, and then selects those aspects
with the top-𝑘𝑔 highest scores as the indicators to generate opinion
tags. Finally, PRT predicts an opinion tag for each selected aspect
and merges them as a sequence following the order of aspects.

At each decoding step 𝑡 , we combine the input 𝑥𝑡 and personal-
ized representations within a Fusion layer. Then we feed the result
into a TransDec decoder:

𝑒𝑡 = Fusion( [ℎ𝑟𝑢 , ℎ𝑏𝑢 , 𝑥𝑡 ]),
𝑝 (𝑦𝑡 ) = TransDec( [𝑒1, 𝑒2, . . . , 𝑒𝑡 ]),

(18)

where ℎ𝑟𝑢 , ℎ𝑏𝑢 are the representation of user 𝑢 in HHRG and HBG;
Fusion is implemented as a linear layer; TransDecworks as a normal
transformer decoder, containing three components: multi-head
self-attention, multi-head cross-attention, and FFN, each of which
performs layer normalization after residual connections. Note that
multi-head cross-attention is integrated into the basic information
of the product, that is, taking decoder hidden state at 𝑡 as its query
and the hidden representation in the final layer of a transformer
encoder ℎ𝑒𝑛𝑐 as its key and value.

4.4.1 Rank-aware aspect generation. At 𝑡1, we set 𝑥1 as the repre-
sentation of product 𝑝 in HHRG, i.e., 𝑥1 = ℎ𝑟𝑝 . By using Eq. 18, we
use 𝑥1 to decode the scores of each aspect 𝑎𝑖 ∈ 𝐴, i.e., 𝑦1 = 𝑎𝑖 . Thus
we obtain the score 𝑝 (𝑎𝑖 ) for each aspect 𝑎𝑖 . To represent the pref-
erence of user 𝑢, we use a rank-based loss function to supervise the
generation of aspects.

Given a set of aspects𝐴, we use 𝑔𝑖 and 𝑙𝑖 to represent the score of
the 𝑖-th aspect in the generated aspect sequence and label sequence.
As a widely used pairwise loss function, the logistic loss based on
cross entropy [40] is adopted here:

𝐿(𝑔, 𝑙) =
𝑛∑︁
𝑖=1

𝑛∑︁
𝑗=1

log2 (1 + 𝑒−𝜎 (𝑔𝑖−𝑔𝑗 ) ), 𝑙𝑖 > 𝑙 𝑗 , (19)

where 𝜎 is a hyper-parameter. Used in RankNet [4, 5], the intuition
of this loss is to apply a penalty on the out-of-order pair (𝑖, 𝑗) that
has 𝑙𝑖 > 𝑙 𝑗 but 𝑔𝑖 < 𝑔 𝑗 . Inspired by LambdaRank [6], we optimize
Eq. 19 by adapting a logistic loss and reweight each user-product
pair using ΔNDCG in each iteration:

L𝑟 =
∑︁
𝑙𝑖>𝑙 𝑗

ΔNDCG(𝑖, 𝑗) log2 (1 + 𝑒 (𝑔𝑗−𝑔𝑖 ) ), (20)
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where ΔNDCG is defined as the absolute difference between the
NDCG values when two aspects 𝑖 and 𝑗 are swapped.

4.4.2 Opinion tag generation. We select the aspects with top-𝑘𝑔
highest scores and denote them as (𝑎1, 𝑎2, . . . , 𝑎𝑘𝑔 ). Then the trans-
former decoder takes each selected aspect as the first token of a
sequence to obtain the corresponding personalized opinion tags:

𝑥𝑡 =

{
Emb(𝑎𝑖 ), if 𝑡 = 2,
Emb(𝑦𝑖,𝑡−1), if 𝑡 > 2,

,

𝑦𝑖,𝑡 = 𝑤𝑖,𝑡−1, 𝑡 > 1,
(21)

where𝑤𝑖,𝑡−1 denotes the (𝑡-1)-th token in the opinion tag sequence
for aspect 𝑎𝑖 . To maximize the prediction probability of the target
opinion tags, we use the negative log-likelihood loss for supervision:

L𝑔 = −
𝑘𝑔∑︁
𝑖=1

𝑇∑︁
𝑡=1

log 𝑝 (𝑦∗𝑖,𝑡 |𝑦
∗
𝑖,1, . . . , 𝑦

∗
𝑖,𝑡−1), (22)

where 𝑝 (𝑦∗
𝑖, 𝑗
|𝑦∗
𝑖,1, . . . , 𝑦

∗
𝑖, 𝑗−1) is the generation probability of the 𝑗-

th target opinion tag token for aspect 𝑎𝑖 and 𝑇 is the maximum
number of decoding steps.

We adopt a multi-task learning framework to jointly minimize
the contrastive loss, select loss, rank loss, and generation loss. The
objective function is:

L = _1L𝑐 + _2L𝑠 + _3L𝑟 + _4L𝑔, (23)

where _1, _2, _3, _4 are hyper-parameters that control the weights
of these four losses. Thus ourmodel is trained in an end-to-endway.

5 EXPERIMENTAL SETUP
5.1 Research questions
Our research questions are: (RQ1) How does the proposed model
POT perform compared with the baselines? (See §6.1.) (RQ2) How
do different components of POT contribute to the overall perfor-
mance? (See §6.2.) (RQ3) Are the generated aspects and tags consis-
tent? (See §6.3.) (RQ4) What is the effect of the number of similar
user neighbors 𝑘𝑠 in §4.3.3? (See §6.4.) (RQ5) Is POT able to gener-
ate personalized tags for a specific user? (See §6.5.)

5.2 Dataset
Due to a lack of public datasets for personalized opinion tagging,
we propose a Personalized Aspect-aware Opinion Tagging dataset
(PATag) by crawling reviews from the Dianping portal. Dianping is
a leading Chinese e-commerce platform, where customers can write
reviews for products such as restaurants, hotels, etc. We focus on
the domain of gastronomy, which received the most attention from
users in Dianping. We collect user reviews and implicit behavior
from January 1st to July 1st, 2021 in Beijing and Shanghai. In total,
our dataset involves more than 550k reviews from 68k users and
58k products.

Our dataset contains annotations of opinion tags for each sen-
tence by manually labeling how the user feels about a certain aspect
of the product. In PATag, we also label the semantic correlation be-
tween the opinion tags and aspects. For each user, opinion tags in
the latest reviews are selected as the ground-truth, and their histor-
ical reviews are used as input to explore preferences. As multiple
opinion tags may link to the same aspect in reviews, we select the

Table 2: Dataset description. “ATN” and “ATL” indicate the
average number of tags for a sample and the average length
of each tag, respectively.

Review Behavior Samples

User 68,732 Click 12,093,919 Number 135,586
Product 58,642 Favor 2,382,110 ATN 3.4
Review 555,297 Order 1,323,805 ATL 8.3

one with the highest confidence.3 For each product, we sort opinion
tags according to the distribution of aspects in historical reviews. In
order to ensure data quality, we remove users with less than three re-
views to filter out extremely sparse nodes and remove users who are
suspected of being or using ghostwriters. Given products reviewed
by a user, we select products that have positive after-sales ratings as
the set of products favored by the user. At the same time, we only se-
lect reviews covering more than four aspects for prediction. Finally,
we obtain 135, 586 samples for our task, where each sample consists
of a ranked list of aspect-opinion tag pairs. For text pre-processing,
we tokenize texts using the Jieba toolkit4 and remove words with
low-frequency. We finally get a vocabulary of size 44k. Besides, we
also collect behavioral information during the same time period,
which includes 15 million actions including clicking, favoring, and
ordering. The statistics of our dataset are shown in Table 2.

5.3 Baselines and comparisons
In the context of RQ1, we set up experiments to compare POT
against several baselines. We list the baselines that we consider in
Table 3 and more details are as follows:

(1) TextRank is an unsupervised algorithm based on weighted
graphs; it is widely used to extract and rank key phrases from
source sentences [28]. (2) RNN is a classic seq2seq model with at-
tention implemented by a bi-directional GRU layer [10]. (3) Trans
is a traditional transformer framework that has been widely used
in abstractive generation [36]. (4) KOBE is used to generate person-
alized product descriptions in e-commerce based on user attributes,
product titles and a knowledge graph [9]. We remove the knowl-
edge graph part and select the most frequent aspect in a user’s his-
torical reviews as the user attributes. (5) Trans_Q is a query-aware
tip generation framework that extracts user intent with query and
integrates it into generation [44]. We replace the query with the
most frequent aspect in a user’s historical reviews. (6) AOT is a
state-of-the-art model for abstractive opinion tagging task that aims
to generate a ranked list of opinion tags from a large number of re-
views [26]. Its rank only represents the collective interests of users
and does not reflect personalized information.

Since most of the baselines do not involve ranking tasks, the
generated results of the baselines are post-processed to measure
the ranking performance. For KOBE and Trans_Q, we first generate
the aspect and then generate the tag. If the generated aspect is
consistent with the aspect in the label, it is regarded as a match.
For other baselines, since there is no explicit aspect involved in our
input, we will adopt the approach of Li et al. [26]. If the generated

3Confidence represents the probability that an opinion tag belongs to an aspect.
4https://github.com/fxsjy/jieba

https://github.com/fxsjy/jieba


SIGIR ’22, July 11–15, 2022, Madrid, Spain Zhao et al.

Table 3: Our method and baselines used for comparison.

Acronym Gloss Reference

TextRank Extract and rank key phrases for
summarization

[28]

RNN Classic seq2seq model with
bi-directional GRU for summarization

[10]

Trans Traditional transformer framework for
summarization

[36]

KOBE Knowledge-based personalized product
description

[9]

Trans_Q Query-aware tip generation [44]
AOT Traditional abstractive opinion

taggging
[26]

POT Personalized abstractive opinion
taggging

This paper

tag and any tag in the label have two or more words in common, it
is regarded as a match.

Furthermore, to address RQ2, we conduct ablation studies to bet-
ter understand the effectiveness of two core mechanisms: (i) the
REPT module mines user preferences from user-reviewed prod-
ucts, abandoning the traditional method based on user history re-
views; (ii) BIPT module exists to demonstrate that implicit behav-
iors can further enhance user preferences. We evaluate variants of
our model by removing each of these component and then assess-
ing the performance on the PATag dataset.

5.4 Evaluation metrics
We conduct both automatic and human evaluations.

Automatic evaluation.We adopt the following metrics to evalu-
ate ranking and generation performance: (i) Ranking metrics.We
employ two information retrieval metrics to evaluate the personal-
ization of opinion tags in terms of aspect ranking: the F1@3, 5 score
fuses the precision score and the recall score of the generated as-
pect; and the normalized discounted cumulative gain (NDCG@3, 5)
score is used to measure the ranking performance. (ii) Generation
metrics. As generating long sentences would defeat our purpose,
we employ classical word-overlap based metrics BLEU-1,2 [31] to
assess whether the generated opinion tags are concise and informa-
tive. Besides, we adopt the Distinct-1,2 score [21] to measure the
sample-level diversity of the generated opinion tags. Additionally,
following [9] we use Lexical Diversity-3, 5 to measure an overall
diversity of all the generated opinion tags.

Human evaluation. We randomly sample 500 generated opinion
tags by our model and the baselines, as well as ground-truth results.
We recruit five professional annotators to evaluate the opinion
tags generated by different models in terms of the following three
metrics: Tag Sequence Fluency measures if the generated opinion
tags are smooth;Aspect Correctness evaluates whether the generated
aspects are correct; and Aspect Diversity measures the diversity of
aspects. Five annotators are asked to rate each generated sequence
with a score ranging from 1 (bad) to 5 (excellent). Model names
were masked out during evaluation.

5.5 Implementation details
We conduct our experiments with the batch size set to 16 and use the
validation loss for early stopping. We use the Adam optimizer [20]
with a learning rate of 5𝑒−5. We use Tencent AI Lab Chinese Em-
beddings5 for word embedding initialization with size of 200. The
rest of the parameters are randomly initialized. The representation
size of hierarchical heterogeneous graph nodes, including aspect,
product and user, are all set to 256, while the product and user repre-
sentation sizes are 64 in the behavior graph. All transformer-based
models have 256 hidden units. For all stackable base layers, we set
up 𝐿 = 2, and the number of heads for multi-head attention is set to
2. We use 𝑘𝑠 = 15 in §4.3.3, and to ensure that sufficient comprehen-
sive information is generated, we set 𝑘𝑔 = 6 in §4.4.2. For the opti-
mization objective, we let the weight parameters _1 = _2 = _4 = 1
and _3 = 0.75. All hyperparameters and models are selected on the
validation set and the results are reported on the test set.

6 EXPERIMENTAL RESULTS
6.1 Overall performance
To answer RQ1, we conduct a comprehensive comparison between
POT and the baselines. Based on the automatic evaluation results
reported in Table 4, we find the following observations.

First, POT significantly outperforms all the baselines in terms of
most evaluation metrics. For ranking evaluation, POT achieves an
increase of 12.35%, 10.45%, 46.64%, and 46.00% over the best baseline
in terms of F1@3, F1@5, NDCG@3, and NDCG@5, respectively.
This is because POT tracks user preferences jointly from the user
explicit reviews and implicit behavior, whereas other baselines
either model user preferences purely from user attributes or ignore
personalization. For generation evaluation, we find that POT offers
the best performance over all baselines. In particular, POT achieves
a 8.46% (2.15%) increase over Trans in terms of BLEU-1 (BLEU-
2). The reason is that the decoder in POT takes accurate hidden
representations of user preferences and generates accurate aspect-
aware opinion tags to avoid dull generation.

Second, POT exhibits the best performance in terms of ranking
metrics in the experiments. In terms of NDCG@3 (NDCG@5), POT
offers an increase over Trans_Q and KOBE of up to 46.64% (50.00%)
and 46.00% (54.04%), respectively. This is because POT tracks user
preferences by modeling the related reviews with a hierarchical
heterogeneous graph rather than plain text. KOBE and Trans_Q
outperform other baselines, they extract user preferences from
attributes while others ignore user preferences modeling altogether.

Third, POT can generate more personalized and diverse opinion
tags in contrast with other baselines. POT achieves an increase of
2.25%, 4.79%, 48.67% and 48.99% over Trans in terms of Distinct-1,
Distinct-2, LD-3, and LD-5, which shows the effect of PRT module
in POT. Also, POT achieves an increase of 168% (218%) over KOBE
in terms of LD-3 (LD-5), and offers comparable performance over
KOBE in terms of Distinct-1 and Distinct-2. A potential reason
is that KOBE generates descriptions by capturing the attributes
of user preferences, which is able to provide sample-level diverse
results. However, attributes of different users still have similar
tokens, which decrease the diversity of the generated results. In

5https://ai.tencent.com/ailab/nlp/en/embedding.html

https://ai.tencent.com/ailab/nlp/en/embedding.html
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Table 4: The performance of different models on PATag. Boldface scores indicate best results, significant improvements over
the best baseline are marked with * (t-test, 𝑝 < 0.05).

Model Ranking metrics Generation metrics

F1@3 F1@5 NDCG@3 NDCG@5 BLEU-1 BLEU-2 Distinct-1 Distinct-2 LD-3 LD-5

TextRank 12.63 12.66 18.43 19.10 6.70 2.09 - - - -
RNN 41.80 48.41 36.90 41.33 24.32 9.80 94.35 88.70 2.44 6.84
Trans 41.16 47.74 35.46 40.21 25.65 10.69 94.53 89.06 2.65 7.94
KOBE 46.93 46.00 50.07 50.66 24.51 10.31 96.87 93.74 1.47 3.71
Trans_Q 43.72 47.86 51.22 53.45 24.32 10.27 94.62 89.45 1.25 3.52
AOT 42.46 49.15 37.63 42.01 24.89 10.23 94.37 88.75 0.64 1.72
POT 52.73* 54.29* 75.11* 78.04* 27.82* 10.92 96.66 93.33 3.94* 11.83*

Table 5: Human evaluation on PATag (with 25% annotations).

Model Fluency Correctness Diversity

KOBE 3.97 2.05 3.76
Trans_Q 3.78 2.41 3.44
AOT 3.66 1.75 2.97
POT 4.21 3.29 4.34

Table 6: A comparison of different variations by masking out
personalized module.

Model F1@3 F1@5 NDCG@3 NDCG@5

POT 52.73 54.29 75.11 78.04
- REPT 51.52 53.00 74.67 76.99
- BIPT 52.07 54.18 73.13 76.82

contrast, POT can capture personalized information for each user by
richer interactions in HHRG, which results in more diverse tokens
for the same aspect for different users.

We also perform human evaluation on PATag for comparison in
Table 5. We compute the average pairwise Cohen’s kappa ^ to mea-
sure the consistency between annotators, and find that 0.4 ≤ ^ ≤
0.6 for all metrics. We find POT outperforms all baselines in terms
of all metrics. This is due to accurate user preference tracking by
the REPT and BIPT modules, leading to large improvements in
terms of Correctness. In terms of Diversity, the non-personalized
model, i.e., AOT, performs worse than other models with person-
alized modules, indicating that AOT only captures popular aspect
preferences, while others capture more diverse features for differ-
ent users. This result is consistent with our automatic evaluation
results, confirming the effectiveness of our proposed POT model
for tracking user preference.

6.2 Ablation study
Next, we turn to RQ2. As shown in Table 6, all components in POT
contribute to its performance. We measure the performance of two
personalized modules in aspect ranking. The performance of POT
w/o REPT drops by 2.43% on F1@5 and 1.36% on NDCG@5, which
indicates that our proposed method for mining user preferences
based on user-reviewed products indeed resists sparseness of re-
views. At the same time, we can observe that the performance of
POT w/o BIPT drops by 1.58% in terms of NDCG@5, which indi-
cates that implicit behaviors can further enhance the learning of

personalized representation information. Besides, we see POT of-
fers a minor increase over POT w/o BIPT up to 0.20% in terms of
F1@5. This shows the noise is difficult to be completely eliminated
in our dataset.

6.3 Consistency of aspects and tags
Turning to RQ3, we examine the semantic consistency of an as-
pect and its corresponding opinion tag given the generated aspect-
opinion tag pairs. We select 3 most popular aspects from PATag.
For each aspect, we randomly select 13 corresponding words from
the generated opinion tags of POT, and plot them into a 2D plane
using the t-SNE algorithm [35]. As shown in Fig. 5, we observe that
the words always get close to the aspect to which the correspond-
ing opinion tag belongs, and get far from other aspects. Besides, we
see some words are far from all aspects, such as “pretty” and “nice,”
which are generated in multiple aspects.

taste

service

ingredients

pretty

nice

delicious
flavour

carefully

patient

beef
mutton

Figure 5: Visualization of fine-tuned embeddings of aspects
(star) and opinion tags (point). Different aspects use different
colors. We mark aspects and some corresponding words to
their right.

6.4 Number of user similar neighbors
To address RQ4, we examine the performance of POT with different
values of 𝑘𝑠 (see §4.3.3), setting it to 10, 15, and 20, respectively. As
shown in Fig. 7, compared to 𝑘𝑠 = 15, 𝑘𝑠 = 10 slightly decreases
the model ranking and generation performance. This suggests that
relatively small numbers of neighbors are not sufficient to enrich the
user preference. When 𝑘𝑠 = 20, the generation performance of POT
significantly decreases although it is comparable to 𝑘𝑠 = 15 on the
ranking metrics, suggesting that more similar neighbors bring more
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Overall it’s quite good. The taste is also good. Service is nice.
Just melt in my mouth.[Taste] [Feeling] [Environment]Satisfied for this eating. The environment is tidy and bright.

Overall it’s quite good. The taste is also good. Service is nice.
Overall it’s still pretty good.[Feeling] [Taste] [Service]Foie gras sushi is delicious. The meat is tender and tastes good.

The

is

taste is quite authentic ... Easy to be full ... Service is good ...

of fresh fragrance ... It's a very nice environment ... The waiter

patient and careful ... The restaurant is clean and tidy ... Feel good ...

a mouthfulWithInput

Label (A) Sauce in the mouth.[Taste] [Feeling] [Environment]Give the restaurant thumbs up! The desktop is clean.

I’m stuffed.[Feeling] [Service] [Taste]Satisfied with the service. The meat is tender and tastes good.

POT (A)

AOT (A)

Label (B)

POT (B)

 AOT (B)

Figure 6: Case study for POT. The top is the product reviews, where words in blue/red/yellow obtain most attention for the
tag generation of Taste/Feeling/Environment aspect for POT (A). Note that the deeper the color, more attention the word gets.
Below are two generation examples for different users (A and B) for this product.

Figure 7: Performance when selecting different numbers of
similar neighbors 𝑘𝑠 for a user.

noise. POT achieves the best performance in terms of all metrics
when 𝑘𝑠 = 15. Hence, we infer that 𝑘𝑠 = 15 is a trade-off between
focusing on relevant information and removing irrelevant noise.

6.5 Case study
Finally, we address RQ5 with case studies to look into how our pro-
posed model influences the generation process. Fig. 6 shows exam-
ples of opinion tags generated by AOT and POT for different users
of the same product. It is clear that POT can focus on words of spe-
cific aspect when generating opinion tag for this aspect. Moreover,
our model effectively captures the aspect preferences of different
users and accurately generates the corresponding opinion tags. For
the same product, our model generates an “environment” aspect
for user A and a “service” aspect for user B, which is consistent
with the user preference in the ground truth. For aspects that both
users are concerned about, POT generates different tags for differ-
ent users by capturing the writing style in the user historical re-
views. Note that AOT only generates a list of opinion tags with-
out personalization. We observe that AOT cannot generate diverse
opinion tags for different users of the same product.

7 CONCLUSION
In this paper, we have focused on the task of personalized abstrac-
tive opinion tagging. To generate a ranked list of aspect-opinion
tag pairs, we have tracked user preferences from user reviews and
behaviors. To tackle the challenge about review sparsity and diffi-
culty of integrating multiple signals, we have proposed an end-to-
end model, namely POT. POT mainly consists of three components:

review-based explicit preference tracker (RPET), behavior-based im-
plicit preference tracker (BIET), and personalized rank-aware tagging
(PRT). Extensive experiments conducted on a real-world dataset
have shown the effectiveness of the proposed model.

Although we focused mostly on e-commerce portals, the pro-
posed model is also broadly applicable to other scenarios with opin-
ionated content, such as social media. However, a limitation of POT
is that it still neglects product entities that play a key role in opin-
ion tagging. As to future work, we aim to integrate external knowl-
edge into our model to construct entity connections in reviews. In
addition, mining fine-grained user preferences should provide more
insights for personalized opinion tagging. As our work is based on
real-world scenarios, we will deploy POT in a production environ-
ment to test its online performance in future.

REPRODUCIBILITY
To facilitate reproducibility of our results, the code and data used
are available at https://github.com/MengxueZhao/POT.
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