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ABSTRACT
With the plethora of information on the web, users usually waste a
lot of time delving deep into articles only to frustratingly realize
later that the article was actually not what they were looking for.
This is usually the case when searching for scientific papers, with
multiple papers on the same topics, but each paper focusing on a
more specific aspect of the topic. Summaries of the papers, which
highlight the salient aspects of it would thus help the user decide
if the paper is relevant to his search needs or not without diving
deep into the paper. In this thesis with the support of Elsevier, we
investigate the extent to which we can use different classification
methods to automatically generate highlights for a rather noisy data
set consisting of scientific articles present on their research platform
ScienceDirect. We introduce novel methods of creating training
datasets for the purpose of summarization. Our results indicate that
we can successfully apply classification methods to identify most
of the important sentences as highlights from scientific articles.

KEYWORDS
Highlights, scientific articles, Classifier, ROUGE, extractive summa-
rization

1 INTRODUCTION
ScienceDirect1, a major Elsevier platform for searching and access-
ing scientific content, has been one of the first platforms to offer the
ability to its users to browse and search the highlights of scientific
articles. Highlights of an article refers to a set of statements that
best describe the salient aspects of the article. Therefore these high-
lights, often contain the most important outcomes of the reported
work, and traditionally have been provided during the submission
of the final article version by the authors.

Highlights of an article, thus help in creating a condensed sum-
mary of the original article. This process of condensing and trans-
forming an article into a shortened form is referred to as summa-
rization.

Generating a condensed summary from an article has been one
of the main fields of research in Natural Language Processing (NLP)
for a long time, beginning in the late 1950s [15]. A considerable
number of strategies and methodologies have been produced in
this field of research [23]. The approaches for summarization can
broadly be classified into two categories:
• Extractive Summarization: In this technique, summaries
are produced by selecting or copying few sentences exactly
as they appear in the article to form the summary.
• Abstractive Summarization: The abstractive summariza-
tion techniques focus on Natural Language Generation to

1http://www.sciencedirect.com

generate phrases and sentences that best describe the origi-
nal content of the article.

Summarization can be performed on either a single document or
multiple documents dealing with similar topics [8]. The two vital
parts of automatic text summarization that need to be addressed
are:

• How to select the most important and informative parts from
a document [36]?
• How to express the chosen content in a condensed way [35]?

This thesis focuses on extractive summarization approaches to
select sentences from scientific articles that could possibly form
highlights for the given article. We formulate the problem as a
binary classification problem and compare the performance of dif-
ferent classifiers on a rather noisy dataset of full scientific articles.

The rest of the document is divided as follows. Section 2 out-
lines the research questions that we aim to answer through this
thesis. Section 3 formulates the problem of automatic summariza-
tion on the scientific articles. Section 4 elaborates on the work done
previously on extractive summarization. Section 5 discusses the
preparation of the dataset and choice of sentence features. Section
6 introduces the baselines that we compare our systems perfor-
mance with. Section 7 focuses on the metrics used for evaluation
of the summaries. Section 8 describes the models we used and Sec-
tion 9 provides a detailed discussion on the research question and
the experiments performed. Section 10 looks at an example article
where our system performs poorly and Section 11 lists out the im-
provements that can be incorporated in the future to enhance our
models.

2 RESEARCH QUESTIONS
In this thesis we seek to answer the following questions:

• To what extent can extractive summarization techniques
be used on single scientific articles to highlight and select
important sentences from them?
– How do different classifiers perform on a noisy dataset for
extractive summarization of scientific articles?

– How do supervised machine learning algorithms perform
compared to unsupervised algorithms for the task of ex-
tractive summarization from scientific articles?

– Which features of a sentence ( including linguistic struc-
ture) are helpful in identifying the sentence as a ‘signifi-
cant highlight’ towards a scientific article?

– How do the generated summaries vary when using these
techniques on the whole article as compared to using them
on specific sections inside these well structured scientific
articles?



– How do we generate a labelled dataset from an article
that could be used in training the classifiers to perform
supervised extractive summarization?

– What is the optimum number of sentences that should be
contained in the generated summary?

3 PROBLEM FORMULATION
For the supervised learning algorithms developed, the task of extrac-
tive summarization is formulated as a binary classification problem.
While training, we train our classifiers on the positive and negative
examples as described in Section 5.3. During testing, each sentence
in an unseen article is classified either as a positive ( assigned value
1) or a negative highlight sentence ( assigned value 0) with a proba-
bility for this classification. We sort and rank the classified positive
sentences according to these probability values and select the top
‘k’ sentences to form the summary as described in Section 9.5.
Formally, for a given document D, represented by a collection of
sentences

D = {(x1,y1), (x2,y2), (x3,y3)..., (xn ,yn )}

xi = { f1, f2, f3..., fm }, 1 ⩽ i ⩽ n

y ∈ (0, 1)

where:
xi represents the ith sentence in document D
yi represents the corresponding label of the ith sentence
n is the number of sentences in D
fj is the jth feature in sentence xi as described in Section 5.5
m is the total number of features representing a sentence

The task is to learn a function H , that produces a mapping be-
tween the features of the sentence and the probability of the sen-
tence having a label 1.

H (xi ) = probability(yi = 1), 1 ⩽ i ⩽ n
X ∗ = argmax

probabil ity(y)
H (xi )

S = {x∗1 ,x
∗
2 ...x

∗
k }, 1 ⩽ k ⩽ n

X ∗k ⊂ X
where:

k is the number of sentences in the generated summary S .
Xk is the kth sentence in the generated summary S .

4 LITERATURE SURVEY
State of the art techniques apply machine learning concepts model-
ing the problem of summarization as a classification problem. This
problem can be handled in both a supervised and unsupervised
setting. In the supervised setting we have access to the highlights
associated with the articles. If these highlight sentences occur in
exactly the same way as they occur in the article, they can be la-
belled as positive examples. However, this is usually not the case.
Thus to form labelled examples for the classifier to learn from and
train the following approach is used. Each sentence in the highlight
is compared to every other sentence in the article using a similar-
ity metric. A score for every highlight-sentence pair is generated.
For all the highly scored pairs (scores above a certain threshold),
the corresponding sentences in the article are labelled as positive
highlight sentences. All other sentences are marked as negative
highlight sentences. These sentences and their labels are then used

to train machine learning algorithms to predict which sentences
should be included in the summary. Neural networks [26], Naive
Bayes classification [11], Decision Trees [31], Probabilistic Support
Vector Machines [11] are some of the supervised algorithms that
are applied.

In the unsupervised methods, graph based [10] extractive sum-
marization techniques [9], clustering [18], Hidden Markov Models
[6] are used. In the graph based technique sentences are repre-
sented as nodes. Edges between the nodes indicate how similar
sentences are. The importance of the nodes is estimated by a varia-
tion of the traditional PageRank [4] ranking algorithm. Other ap-
proaches in summarization include using evolutionary algorithms
like genetic algorithms [26], Integer Linear Programming [37]. Af-
ter the recent advancement of Deep Learning [25] and Deep Neural
Networks [14], the focus has rather shifted to having an encoder-
decoder structure using RNNs and LSTMs to generate abstractive
summaries [33] [22] [17]. However, in this thesis we limit our focus
to using classification models to generate extractive summaries. An
overview of the related techniques is as follows:
• LexRank [10] It is an unsupervised graph based ranking
algorithm. Every sentence in an article is represented by
a node while the edges represent the similarity between
these sentences. They measured this similarity by using the
TF-IDF scores while considering the sentences as a Bag of
words (BOW) model. A similarity matrix is built using this
measure. They then compute the PageRank [4] centrality
measure for each sentence in the article. Sentences with the
highest scores are ideal candidates for forming the summary
of the article.
• TextRank [24] This algorithm is very similar to the LexRank
algorithm [10]. The major difference is in the way the simi-
larity matrix is created. In the original paper [24], the authors
use a count of the number of common words between two
sentences normalized by the length of the sentences under
consideration. Different variations of the similarity function
[2] have been used over the years. Both these approcahes are
based on the relative importance of senteces. The similarity
scores can be used directly as weights on the edges, or edges
could be formed only between sentences having a similarity
score greater than a threshold value.
• SummaRuNNer (SR) [27] In this recent paper by Nallapati
and et al. a RNN based sequence classifier model is pro-
posed for extractive summarization. Each sentence is visited
sequentially depending on the order they appear in the doc-
ument. A binary decision is made of whether to include the
sentence in the summary or not taking into account previous
decisions made. The paper also proposes the idea of creating
extractive summary labels for sentences that are needed for
training the model as described earlier in this section.

5 DATASET DESCRIPTION
5.1 Data Gathering and Preprocessing
The dataset used in this thesis has been downloaded from ScienceDi-
rect2. The scientific papers are downloaded in a compressed ‘zip’
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format according to the branch of science that it deals with. Indi-
vidual scientific papers are stored as XML files in the downloaded
‘zip’ files. The XML files are named according to a unique Publisher
Item Identifier (PII) number. These files contain both the metadata
and the entire content of the scientific article.

Scientific articles published in journals have a somewhat com-
mon outline to them [34] i.e, they usually have an abstract, followed
by an introduction to the problem, any related work, author’s ap-
proach, results and conclusions. However, the internal structure
and contents of these articles vary a lot depending on many fac-
tors. Some of the major factors are the unique individual writing
style of the authors, the field of science the article belongs to and
the journal that it is published in. There are no restrictions on the
number of sections or subsections an article can have. The authors
thus have complete freedom on maintaining the internal contents
and structure of the article as per their needs. The major part in the
preprocessing step is to identify these sections and its associated
content.

A JAVA based XML parser is designed to parse and extract the
data from the XML documents whenever the document contains
the ‘HIGHLIGHTS’ section. This is done so that we can compare
and evaluate the performance of the highlights generated by our
models to the gold set of highlights. The XML parser creates a
text (.txt) file corresponding to each scientific article. Each line
in the generated text file corresponds to the contents of a section
within the article. For easy differentiation between the section and
its contents an unique separator is used as a delimiter. ‘#&#’ is
used as the delimiter as this sequence of characters is almost never
encountered within the text of the scientific articles. The format of
each line is thus as follows:

‘Separator’ Section-Title ‘Separator’ Text content
Example: #&# Introduction#&# This is an introductory line.

The data within each section is tokenized into sentences such
that the contents of each section are represented by a list of sen-
tences that appear in that particular section.

Contents from many sections of the article like ‘References’,
‘Acknowledgement’, ‘Sources of Funding’, ‘Disclaimer’, etc., are not
taken into consideration, as the content from these sections do not
contribute to the highlights of the article. These articles also contain
graphs, tables and figures embedded in them. These do not directly
contribute to the summary that we intend to generate. Hence, these
need to be filtered out from the XML file before the generation of
the text files.

5.2 Preprocessing Steps
• Tokenization: The scientific articles are first tokenized into
sentences using the NLTK tokenizer[21]. For the tokenizer
to correctly tokenize the sentences words like ‘Fig.’, ‘Table.’,
‘et al.’, ‘Equ.’ are added as exceptions while tokenizing. Each
sentence is then converted to lower case.
• Stop word removal: Functional words like ‘a’, ‘an’, ‘the’, ‘is’
which do not provide much information are removed from
the sentences.

• Stemming: Porter stemmer [30] is used on the tokenized
sentences to convert each word in the sentences to their
corresponding root/stem words.

5.3 Preparing Training Set
While preparing the training set, two problems associated with the
highlight sentence set provided by the authors when submitting
the article were identified. Firstly, when the authors write these
highlights, they usually do not copy the sentences as it is from the
article itself. Instead, they ‘generate the sentences’ which summa-
rize the article according to them. Hence the highlight sentences
cannot be directly considered as positive examples while training
our classifiers. Secondly, the number of highlight sentences for the
articles are very small when compared to the length of the entire
article. On average the dataset contains 4 highlight sentences per
article while the article contains an average of 375 sentences. If we
only use these highlights directly as examples the resulting dataset
would be very skewed. To mitigate these problems the following
approach is taken into consideration. We use ROUGE-L [19] as
a similarity measure to compute a score between each sentence
in the article and sentences in the highlight set. We rank the sen-
tences in the article according to these scores and select the top
‘n’ sentences as positive examples of sentences which should be
considered as highlight sentences from the article. Conversely, the
bottom ‘n’ sentences are taken as negative examples of sentences
which should not be considered as highlight sentences. This results
in an equally sized positive and negative set of sentence examples
for each article. Different values of ‘n’ are experimented with while
selecting the positive and negative examples, to see the effect it has
on the generated summary as described in Section 9.7. If the length
of the article is shorter than ‘2n’ sentences, we skip the article and
do not use it in the algorithms.

For each of the articles, a json file is created from the correspond-
ing text files. Each json file contains a list of ‘2n’ sentences and their
extracted corresponding features as described in Section 5.5. The
gold highlight set of the article is also stored in the json file. The
format of the json file is as shown in Table 3. The entire processing
pipeline is shown in Figure 1.

Finally, all the json files are merged into a larger json file which
contains the sentences and their associated features from all the
articles and is used in training the classifiers.

5.4 Preparing Test Set
As described in Section 5.1 a text file is created for each article from
the XML file. The contents of the text file are then tokenized into a
list of sentences. The section name and the position of the sentence
are appended to each sentence in the list. For each of the sentence
we create its corresponding features as described in Section 5.5.
These features are the inputs to our binary classifier which predicts
whether the sentence should be a highlight sentence or not.

5.5 Sentence Features
For each sentence in the articles the following features are calcu-
lated:
• Sentence Location: Absolute position of sentence within
the article and within a section. Sentences at the beginning
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Figure 1: Data processing pipeline

and end of sections are usually considered to be more infor-
mative than the rest of the sentences.
• Numeric Data Feature: Scientific articles usually report
their performance and results in the article to compare how
their approaches compare to other approaches. These results
usually have a numerical element associated with it. Hence,
it could be an important feature to identify a highlight sen-
tence.
• Term Frequency Score: We sum up the term frequency
(tf) and inverse document frequency (idf) [32] values of all
words in the sentence.
• Title Word Similarity: A sentence is considered more in-
formative if it is similar to the title of the article than a
sentence which is dissimilar. The similarity is measured both
by taking a cosine similarity match between the sentence and
title and also by the count of the occurrence of overlapping
words.
• Document TF-IDF: This feature is calculated similar to
the Term Frequency score. The term frequency is replaced
by the count of the words in the sentence and the document
frequency by the total words in the article.
• Section Location: The importance of a sentence usually
depends on the section it is a part of. A simple hypothesis
is that sentences in the results are more important than
sentences in the acknowledgements.
• Sentence Length: Short sentences usually are not consid-
ered good highlight sentences as they do not convey a lot of
information to the reader.
• Sentence To Abstract Similarity: The way an abstract is
written, it is often considered as an overall summary of the
article. If a sentence is similar to the abstract it is more likely
to be considered as a highlight sentence over a one which is
quite dissimilar.
• Keyword Match: The articles in our collection have a sec-
tion which list the keywords of the article. These keywords
are often a list of 6-8 words that tell us what are the major
points that the article discusses. A sentence which covers

many keywords should thus be considered as a more infor-
mative sentence.
• Noun Phrases: A sentence involving a large number of
noun phrases, is considered more informative than sentences
which do not contain any noun phrases. A POS tagger is
used on the individual sentences to count and extract the
different parts of speech for the words in the sentence.
• Performance of sentences from other summarization
algorithms: We apply already developed summarization
algorithms e.g LexRank [10] , TextRank [24], Latent Seman-
tic Analysis (LSA) summarizer [28], Luhn Summarizer [15]
and SummaRuNNer [27] directly on the article. For each of
these techniques, we score the sentences according to the
algorithms as discussed in Section 4 and store the scores
obtained by each sentence.

6 BASELINES
We consider the following baseline systems and use them to com-
pare the performance of our system.
• Previously published algorithms: The following algo-
rithms TextRank [24], Luhn Summarizer [15], LexRank [10]
and a more recent algorithm SummaRuNNer [27] as de-
scribed under the Section 4 form three baseline systems.
• Heuristic Rule Based Approach: In this approach, we
form rules to score the different features from Section 5.5.
These rules are manually created. An example of such a rule
could be as shown in Algorithm 1, where SPosit ion repre-

Algorithm 1: Heuristic ranking approach

1 if SPosit ion = 1st or 2nd Sentence in Section then
2 score ← 2.0 ;
3 else
4 score ← 0.75 ;

sents the position of the sentence with respect to the section
4



it belongs to. Different weights are assigned to the different
features according to their importance, while computing the
final score of the sentence. The top ‘k’ sentences with the
highest scores are selected to form the summary.
• Random Selection: In this approach, we generate ‘k’ ran-
dom numbers between 1 and the number of sentences in the
article. We then select the corresponding sentence from the
article and add it to the generated summary.
• Beginning Sentence Selection: In this approach, we gen-
erate the summary by selecting the first and last sentences
from each of the sections in the article. The intuition being
that the opening and ending sentences of sections, talk about
the main idea behind writing the section.

7 EVALUATION METRICS
7.1 Evaluation of generated summaries
Evaluation of the extracted highlights is an interesting and challeng-
ing task in itself. The absence of a standard evaluation metric has
made evaluation a difficult task. A good summary, is a subjective
term and can vary both from domain to domain and also for the
final audience of the summary [12]. It is not possible for humans
to manually read the large amount of articles and the summaries
to evaluate how good the generated summaries are.
Many evaluation metrics have been proposed over time, however
we use the Recall-Oriented Understudy for Gisty Evaluation (ROUGE)
[19] metric in our evaluation. Most of the summarization contests
held by the Document Understanding Conference (DUC) usually
use thismeasure for evaluation of the generated summaries. ROUGE
metrics have a variety of different measures for the evaluation of
the summaries. These metrics measure are a ratio of the count of
the number of overlapping word sequences between the system
generated and gold summary. These measures are as follows:

• ROUGE-N: This measure is used to compute the N-gram
similarity between the generated and gold summary, where
N stands for the length of the n-gram. Lin [20] recommends
using ROUGE-1 and ROUGE-2 for the evaluation of single
document summarization tasks.
• ROUGE-L: This metric is used to measure the Longest Com-
mon Subsequence (LCS) between two sentences. It is com-
puted by dividing the length of the LCS between the sen-
tences in the generated and gold summary by the length of
the gold summary.
• ROUGE-SU: This metric is used tomeasure skip-bigram and
unigrams between sentences. A skip-bigram refers to match-
ing words which are non-consecutive and have arbitrary
words between them. Thus any word pairs that are in the
same sentence order for the generated and gold summaries
constitute a valid bigram.

These metrics are commonly used to measure both the recall and
precision between the generated and gold summaries. Recall is used
to measure the ratio of the number of overlapping word sequences
in the gold summary and the generated summary to the number
of word sequences in the gold summary. Thus it quantifies the
number of gold summary word sequences present in the generated
summary.

ROUGEr =

∑
S ∈Sm

∑
дramn ∈S Number o f matchinд(дramn )∑
S ∈Sm

∑
дramn ∈S (дramn )

(1)

where Sm are the generated model summary sentences and and n
represents the n-gram under consideration.

Precision on the other hand measures the number of overlapping
word sequences in the gold and generated summaries to the number
of word sequences in the generated summary. Thus it quantifies
the number of generated summary word sequences that are present
in the gold summary.

ROUGEp =

∑
S ∈Sm

∑
дramn ∈S Number o f matchinд(дramn )∑
S ∈Sд

∑
дramn ∈S (Totalдramn )

(2)

where Sд is the sentences in the gold summary.

Generated summaries which are very long, thus would have a very
high recall score but a very low precision score. The F1 score is a
single value which takes into account both the recall and precision
scores and is computed as the harmonic mean of the recall and
precision values.

F1 = 2 ∗
(Precision ∗ Recall)

(Precision + Recall)
(3)

We report the average recall, precision and F1 values for the above
mentioned three metrics for all the generated summaries. The eval-
uation is done by extending the ROUGE 2.0 package published by
Ganesan et.al [13].

7.2 Evaluation of classifiers
For the different classifiers that we train to predict the highlight
sentences in the paper, we measure the performance of the clas-
sifiers by measuring their recall, precision and F1 scores on the
100,000 sentences that constitute the test split. We use a 10 fold
cross-validation technique.

8 MODELS
To train and test the summarizers developed, we used different
classification algorithms on them. These classifiers were as follows:
• Naive Bayes (NB): It is based on the Bayes theorem assum-
ing the independence between all the features. It is one of
the simplest yet a very powerful classifier. It is very fast to
train and thus can be effectively used for very large data
sets. Scikit-learn [29] was used for the implementation of
Gaussian Naive Bayes, which is a machine learning library
for Python.
• Decision Trees (DT) [31]: It uses a tree like structure for
the classification model as well as to make decisions. From
the training data features, decision rules are made. The value
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of the dependent variable is predicted using these decision
rules [29].
• Support VectorMachines (SVM) [7]: SVMs are one of the
most powerful supervised machine learning algorithms for
classification. In this algorithm each data point is plotted in a
n dimensional space, where n is the number of features. The
goal of the classifier is to find a hyper-plane that separates
and classifies the different classes.
• Random Forest (RF) [3]: It is an ensemble approach which
is based on decision trees. It creates a forest with a number
of decision trees in it. Random forests are usually not prone
to over-fitting due to large number of decision trees.
• Gradient BoostedDecisionTrees (GBDT):This algorithm
is very similar to the random forest algorithm. However, un-
like random forests, the trees are added sequentially in this
case.
• Logistic Regression (LR): Logistic regression can be ap-
plied whenever we have a binary dependent variable.
• K-Means Clustering [16]: It is a unsupervised algorithm
that tries to find ‘k’ clusters among the data, by separating
the data into groups of equal variance. It scales well to large
number of samples and has been used across wide range of
areas.
• EnsembleModel:We use all the different models described
above on our dataset. We follow both a hard voting and a
soft voting approach to select highlight sentences. In the soft
voting approach we sum up the probability of a sentence
being a highlight sentence for each of the models and then
normalize the result to get an overall ensembled probability.
We then sort the sentences based on this ensembled proba-
bility score and select ‘k’ sentences from this list to form the
highlight sentences. In the hard voting approach we count
the number of times each sentence is selected by a model as
a highlight sentence. We then select ‘k’ sentences with the
maximum votes as the highlights.

9 EXPERIMENTS AND RESULTS
Allmodels were trained on 14,472 papers belonging to the Computer
Engineering domain. During the training phase, a 75:15:10 ( Train -
Test - Validation ) split was used for the training of the classifiers.
The highlights were generated for 250 papers belonging to the same
domain that were not encountered during the training.

9.1 RQ1: Which classifier performs best for
classifying highlight sentences in scientific
articles?

We here analyze how the different classification algorithms of Sec-
tion 8 perform on our rather noisy dataset of scientific articles. The
classification performance for the different classifiers are shown in
Table 1. The best performing classifier in terms of F1 score for the
purpose of classification of sentences as a highlight sentence is the
GBDT classifier.

To evaluate the quality of the summaries generated we compare
the ROUGE [19] scores between the summaries generated by the
different models and the gold highlight sets. The various ROUGE
scores (after stop word removal from the generated highlights and

gold summaries) are shown in Tables 2, 4 and 5. Figure 2 shows the
change in the ROUGE-L scores.

Table 1: Performance of classifiers with a 10 fold CV

Model Recall Precision F1 Score

Naive Bayes 0.973 0.663 0.788
Logistic Regression 0.828 0.782 0.805
GBDT* 0.885 0.875 0.880
SVM 0.877 0.873 0.875
Decision Tree 0.827 0.831 0.829
Random Forest 0.893 0.8389 0.846

* Indicates the best performing algorithm in terms of F1 score for classi-
fication.

The GBDT classifier achieves the best score for all the variations
of ROUGE (Recall, Precision and F1), we use this model for other
experiments throughout the paper. The corresponding scores for
SVM, Naive Bayes and Decision Trees classifiers also outperform
the baselines TextRank [24], Luhn Summarizer [15], LexRank [10]
and SummaRuNNer [27] summarizers. Further, the best performing
classifier model also resulted in the best generation of summaries.

9.2 RQ2: How do supervised learning
algorithms perform in comparison to the
unsupervised ones?

Since we already have highlight sets for many papers, unlike in
most of the real world scenarios, we would like to see how this
data could help us. We compare the performance of supervised and
unsupervised learning algorithms on our data set. From the results
in Tables 2,4,5 we see that the supervised techniques outperform
the unsupervised ones in terms of the F1 score by a large margin.
The difference between the results are statistically significant for
both the recall and precision measures ( p value = 0.0041 and 0.0314
respectively, student’s t-test). The main reason for this is because
for the task of extractive summarization, where we have to pick
sentences directly from the text, a classifier seems to learn better
what features of a sentence contribute towards making a highlight

(EH stands for Ensemble Hard and ES for Ensemble Soft)

Figure 2: Performance of classifiers
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Table 2: ROUGE-1 score for different classifiers

Model Recall Precision F1 Score

Lex Rank 0.567 0.162 0.245
Text Rank 0.544 0.128 0.193
SVM 0.632 0.221 0.318
Decision Tree 0.436 0.162 0.223
Naive Bayes 0.623 0.216 0.312
Logistic Regression 0.667 0.244 0.348
Luhn 0.655 0.127 0.208
K-Means 0.599 0.197 0.289
Random Forest 0.589 0.239 0.332
GBDT* 0.704 0.262 0.372
Ensemble-SOFT 0.392 0.132 0.210
Ensemble-HARD 0.635 0.240 0.339
Heuristic Approach 0.134 0.093 0.114
Random Selection 0.312 0.132 0.195
First-Last Selection 0.342 0.122 0.205
SummaRuNNer 0.517 0.212 0.301

* Indicates the best performing algorithm in terms of ROUGE F1 score
for classification.

sentence, when we train it with positive and negative examples of
highlight sentences than an algorithm where we do not feed in any
examples of a highlight sentence.

For K-means clustering algorithm we form clusters of different
sizes from the sentences of the article. From each of the generated
clusters we then select a few sentences as summary sentences. In
our experiments setting the cluster size to the number of sentences
in the summary - seven, and then selecting the top sentence of the
cluster resulted in the best performance.

9.3 RQ3: How do the ROUGE scores of the
generated summaries vary when selecting
sentences from certain sections instead of
the whole paper?

Different sections within the paper have different roles in the paper
itself. It is hypothesized that usually the most important points of
the paper are found in either the conclusion, discussion or introduc-
tion sections of the article. Figure 3 shows the contribution of the
sections when compared with the highlights during training. The
introduction, abstract and conclusion sections do have a significant
contribution towards producing highlight sentences.

To see what impact the abstract of the paper has on the selection
of highlights we perform two experiments. In the first experiment,
while training the classifiers, we select sentences as positive ex-
amples from throughout the paper. In the second experiment we
do not allow the sentences taken from the abstract to be labelled
as positive examples. When we allow the selection of sentences
from the abstract as positive examples during the training phase,
the average ROUGE-L score for the recall and precision both in-
crease by 12% and 7% respectively. This difference in performance

of the classifiers is statistically significant ( p value = 0.034 and
0.0487 respectively, student’s t-test). The main reason for such a
large percentage change is because the abstracts are themselves a
summary of the entire article. When we choose sentences from the
abstract, we take a better sample of sentences for our classifiers to
learn from.

While the previous two experiments focused on how the sen-
tences were selected as positive examples during training for our
classifiers to learn from, the following experiment compares the
performance when we limit the selection of sentences to particu-
lar sections instead of the whole article during testing. So, in our
experiments we compare the performance of the highlights gen-
erated when using our best model from Section 9.1 on the entire
contents of the article and only on the contents of the introduction,
abstract and conclusion sentences. When we reduce the candidate
sentences during testing by only allowing sentences that are part
of the introduction, abstract or conclusion as summary sentences
we surprisingly found a decrease in the recall scores by about 3.8%
( p value = 0.145, student’s t-test), and an increase in the precision
by 1.3% ( p value = 0.121, student’s t-test). As the results are not
statistically significant we can’t conclude that these sections can
separately contribute towards generating better highlights. Figure
4 shows the distribution of the sections that the sentences belong
to when we select the highlights while testing.

9.4 RQ 4: How can redundancy be reduced
among sentences in the generated
highlights?

To reduce the redundancy between the sentences in the generated
summary we employ a few approaches. In the first approach, we
train another classifier that predicts whether a sentence should be
added to the summary or not, given the sentences that have already
been added to the summary.

The training set for this classifier consists of the positive sen-
tence examples that we used to initially train the GBDT classifier in
Section 9.1. The features of the sentences for this classifier are the
sentence, the prediction probability of it being a highlight sentence
by using the GBDT model from Section 9.1 and the average ROUGE
similarity score of the sentence with respect to the sentences that

Figure 3: Distribution of sections which best match high-
lights during training
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have already been added to the summary. During training, for each
sentence we compute the average ROUGE similarity score of the
sentence and the highlight set. For each highlight sentence in the
article we label the sentence which maximizes the ROUGE score
with that highlight as a positive example and label the rest of the
sentences as negative examples. This gives us as many positive
examples as there are highlights in the article. During testing, we
always add the sentence for which we achieve the highest probabil-
ity using the GBDT model of Section 9.1 to the summary. For the
other sentences, we feed them into our classifier and add it to the
summary only if the classifier classifies it as a summary sentence.

The second approach uses K-Means clustering to form clusters
equal to the number of sentences in the summary, i.e 7 clusters.
From the ranked list of sentences generated by the classifier, we
add sentences to the summary if and only if not more than two
sentences belong to the same cluster. The last approach uses the
concept of Maximal Margin Relevance (MMR) [5]. We compute the
cosine similarity between a sentence not yet added to the summary,
to the sentences already in the summary. If the cosine similarity is
greater than a threshold value of 0.30, we do not add the sentence
in consideration to the summary. Although, these methods reduced
the average ROUGE recall and ROUGE precision scores of the
summary in our experiments, it helped in increasing the coverage
of the summary. The recall scores decrease by 8.7% and the precision
scores by about 12.3%whenwe use the K-Mean clustering technique.
When using the MMR technique with a fixed cutoff similarity value
of 0.3, the recall scores again decrease by 5.8% and the precision
scores by about 6.3%. These reductions in scores are mainly because
we do not consider a highly ranked sentence as a summary sentence
if it either belongs to the same cluster as a sentence already added
to the summary, or when it is too similar to the sentences that have
already been added to the summary.

Both the recall and precision scores decreased only by about 2.1%
and 4.3% respectively when we used a second classifier to select
summary sentences, considering the sentences that had already
been added to the summary sentences. Such a low difference in the
results could mainly be because of an imbalanced dataset during
training of the second classifier, where we consider the positive

Figure 4: Distribution of sections when choosing highlights
during test time

Figure 5: Variation of ROUGE recall score with sentences in
summary

examples equal to the number of sentences in the gold summary,
and mark the other sentences as negative examples.

9.5 RQ 5: What should be the optimum length
of the summary to maximize the ROUGE
scores?

We conducted experiments to compare the variation in ROUGE
scores when generating summaries of different lengths. The number
of sentences is not the same in the different papers. The papers
range from having 56 to 945 sentences, with the average number
of sentences being 204. [1] suggests that the size of the generated
summaries (in general, not domain specific) should be around 5-10%
of the original article. We used our best performing algorithm and
generated summaries with sentences ranging between 1 to 30. All
the average ROUGE recall scores as shown in Figure 5, increase
with the increase in the length of the summary. Recall measures
the number of words that we are successfully able to match in
the gold summary. As we increase the length of sentences in the
generated summary, we maximize the chances of extracting all
the words from the gold summary. The ROUGE precision scores is
highest when the there is only a single sentence in the summary.
The score decreases with the increase in number of sentences as
shown in Figure 6. This is because,as more sentences are extracted,
higher are the chances that some of them may not actually be the
highlight sentences resulting in a decreased precision score. Since
F1 scores are the harmonic mean of the recall and precision scores,
we see they increase up to 7-8 sentences, but then start decreasing as
shown in Figure 7. The ROUGE F1 score is maximum for summaries
with 6 sentences in them. The ROUGE F1 score for summaries with
7 sentences, is marginally less, but with a higher ROUGE recall
score and hence, we generate summaries with 7 sentences through
out the thesis.

9.6 RQ 6: Which features of the sentences are
most important while selecting a sentence
as an highlight?

We use a wide range of features as described in Section 5.5 to train
our classifiers. All of the features are not equally important. Some
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Figure 6: Variation of ROUGEprecision scorewith sentences
in summary

Figure 7: Variation of ROUGE F1 score with sentences in
summary

features contribute more when the classifier makes a decision, while
some do not contribute in the decision process. We would like to
know which are the most discriminative features of a sentence that
help in the classification. For our best performing algorithm GDBT,
the ‘feature importance score’ of all the features is as shown in
Figure 8.

Figure 8 shows that the most discriminative feature for our clas-
sifier is the Document TF-IDF score followed by the scores of the
sentences when we rank them with the different summarization
algorithms. An abstract is usually considered as a summary of an
scientific paper, hence a simple hypothesis could be that if a sen-
tence is similar to the abstract of the paper, it is more likely to be a
highlight sentence. This hypothesis is proved right from Figure 8,
which shows that the Abstract rouge score has a very high feature
weight associated with it.

The scores from the other summarization algorithms also show
that they constitute as important features for the classifier. The TF-
IDF of the sentences is also an important feature of the sentences
while being selected as a summary sentence. The numeric count
feature surprisingly does not have a high feature weight. This could
be because there are many mathematical equations within the

Figure 8: Importance of different features

Figure 9: Variation of classification scores with number of
examples in training set

papers which have a lot of numerical elements in them, which are
not considered as highlights.

9.7 RQ 7: How does the size for the generation
of the labelled training dataset effect the
classifiers?

We experiment with the selection of different number of sentences
as positive and negative examples from the papers. We would like
to see how the length of the training data varies the performance of
the classifiers. We perform experiments by training the classifiers
with 10, 20, 30, and 40 positive and negative examples respectively.
The performance of different algorithms with different training
length of the training data is shown in Figure 9. The scores are
obtained from a 10 fold cross-validation.

We conclude that in our case having 40 sentences (20 as positive
and 20 as negative examples) from a single paper, results in the best
performance of the classifier. The main reason for this could be
that choosing less than 20 sentences underfits, with our classifier
not having enough examples to learn from. Contrarily, when more
than 20 sentences are chosen, we tend to overfit the classifier.

10 ERROR ANALYSIS
We manually look at some of the articles, their gold highlights and
our system generated highlights where the F1 ROUGE-L scores
for the generated summary are less than 0.10, to analyze where
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our model performs poorly. These highlights are shown in Figure
12. From Figure 12, it is clear that our system is not able to model
sequential relationships and abbreviations in the article. Using a
RNN should help overcome this issue. Moreover, sometimes the gold
highlights are not detailed in themselves. While it seems that our
generated highlights actually do a good job in covering the major
contributions of the paper, we still achieve a very low ROUGE-L
F1 score of 0.07 because of very less overlapping words between
the gold and generated summary. Thus we cannot fully rely on the
highlights provided by the authors and consider them as a gold
set. We also see that mathematical symbols, letters of the Greek
alphabets used acrossmain scientific domains and chemical symbols
like the chemical formula CO2 for Carbon Dioxide are not parsed
properly which possibly effects the performance of our classifiers.

11 FUTUREWORK
• Co-Reference Resolution: Extractive summarization can
lead to sentences in summaries being out of context. For
example a generated highlight sentence could be: ‘This ap-
proach shows that setting a value ofm to 0.34 is the most
efficient choice’. This sentence does not give a lot of infor-
mation to the reader if the definition or reference of m is
not found in the other sentences of the summary. Hence
using different parts of speech taggers and co reference res-
olution techniques could be a possible way to eliminate the
confusion with respect to co-reference of terms.
• Citation Context: When a paper is cited by another paper,
the citing paper generally describes the novelty and impor-
tant features of the cited paper in a few sentences. Analysis
of this citation network can help determine important key
words and aspects of the paper. This can be used as an addi-
tional feature or by appending it to the list of key phrases of
a paper, which may result in a better classifier being trained.
• Using aRNNor a bi-directional LSTM:Deep neural mod-
els like RNN and LSTM seem to have been quite successful
for a few NLP tasks like machine translation and speech to
text [25]. Encoding the sentences and using a pre trained
word embedding to represent sentences and then model and
learn important parts of the text can be used to improve the
models.
• Parsing of special symbols: Scientific papers usually con-
tain letters from the Greek alphabets as special symbols and
abbreviations which have a subscript or a postscript attached
to them. Parsing these values correctly is a rather difficult
task, which we did not do during this thesis. We considered
these words as simple words. Taking into account the ac-
tual words could lead to a change in the performance of our
classifiers.
• Abstractive Summarization: Recent state of the art tech-
niques focus more on abstractive summarization. A fur-
ther extension to the project would be to form abstractive
summaries of these scientific articles by using an Encoder-
Decoder technique and compare their performance to the
extractive techniques developed in this thesis.

12 CONCLUSIONS
Two example articles, with its gold highlight and the generated
highlights by our model are shown in Figure 10 and 11. Most of the
words in the gold summary are actually retrieved in our generated
summary. However, the generated summary still seem to be some-
what long and verbose hence the precision scores of the models are
not as high as the recall scores.

In this thesis we have shown that classification algorithms are
able to perform very well for the task of highlight extraction for
well structured scientific articles. We generated a training candidate
dataset of sentences from available highlights that can be used as
input to different machine learning algorithms. We analyzed which
features of sentence make them suitable to be candidate highlight
sentences. We also analyzed how sentences from different sections
of the paper contribute towards forming a highlight sentence. We
experimented with the size of an ‘ideal’ system generated sum-
mary. We used different ways to reduce the redundancy in the
highlight sentences generated. To reduce the redundancy among
the highlight sentences we trained a second classifier which clas-
sifies sentence from a list of candidate highlight sentences, as a
highlight sentence taking into consideration sentences which have
already been added to the generated highlights. We also used the
scores from previously published algorithms as additional features
to train our classifiers. The ROUGE F1 scores of the summaries
generated by our model for scientific articles are comparable with
the state of the art summarization techniques[23] when generating
summaries which are domain independent.
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A APPENDIX

Table 3: JSON file format

Attributes Description

FileName Filename of the Article
Gold Summary Gold Summary of the article
Title Title of the article
Abstract Vectors Averaged non stop word

vectors of the abstract
Sentences Shuffled list of sentences from the article
Sentence Features List of sentence features

and associated labels for the sentences

Table 4: ROUGE-2 scores for different classifiers

Model Recall Precision F1 Score

Lex Rank 0.314 0.036 0.058
Text Rank 0.323 0.016 0.029
SVM 0.370 0.080 0.127
Decision Tree 0.185 0.027 0.048
Naive Bayes 0.358 0.073 0.118
Logistic Regression 0.546 0.058 0.089
Luhn 0.401 0.015 0.027
K-Means 0.356 0.098 0.105
Random Forest 0.389 0.064 0.093
GBDT* 0.555 0.202 0.301
Ensemble-SOFT 0.159 0.054 0.078
Ensemble-HARD 0.466 0.176 0.245
Heuristic Approach 0.104 0.076 0.098
Random Selection 0.212 0.124 0.156
First-Last Selection 0.204 0.104 0.138
SummaRuNNer 0.478 0.193 0.278

* Indicates the best performing algorithm in terms of ROUGE-2 F1 score
for classification.

Table 5: ROUGE-SU4 scores for different classifiers

Model Recall Precision F1 Score

Lex Rank 0.240 0.044 0.074
Text Rank 0.208 0.020 0.037
SVM 0.149 0.075 0.100
Decision Tree 0.136 0.041 0.061
Naive Bayes 0.290 0.034 0.065
Logistic Regression 0.253 0.066 0.104
Luhn 0.229 0.019 0.035
K-Means 0.235 0.074 0.098
Random Forest 0.210 0.051 0.083
GBDT* 0.219 0.070 0.106
Ensemble-SOFT 0.113 0.048 0.083
Ensemble-HARD 0.164 0.071 0.091
Heuristic Approach 0.134 0.093 0.094
Random Selection 0.083 0.022 0.035
First-Last Selection 0.142 0.045 0.069
SummaRuNNer 0.111 0.080 0.924

* Indicates the best performing algorithm in terms of ROUGE-SU4 F1
score for classification.
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Figure 10: System and Gold Highlights -1

Figure 11: System and Gold Highlights -2
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Figure 12: System and Gold Highlights when the F1 ROUGE-L score is less than 0.1
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