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Abstract

This paper discusses the processes by
which dialogue participants incrementally
compute the conveyed meaning of referen-
tial descriptions. I show that some of the
phenomena observed in the psycholinguis-
tics literature can be accounted for by the-
ories of conversational implicature that ex-
ploit ingredients from computational mod-
els of Referring Expression Generation.
The result is a system that computes in-
ferences incrementally, from partial utter-
ances, without need to reason with hypoth-
esized complete descriptions.

1 Introduction

It is widely accepted that utterances in conversa-
tion often communicate information that goes be-
yond the conventional meaning conveyed by the
linguistic expressions used. A good deal of the
processes that help dialogue participants reduce
the gap between the conventional meaning of ut-
terances and the enriched meanings actually in-
tended by speakers has to do with inference—a no-
tion which is at the core of Gricean pragmatics and
the theory of conversational implicature (Grice,
1975; Grice, 1989). It is also generally agreed
that in conversation speakers and addressees pro-
duce and understand language incrementally, in (at
least) a word-by-word fashion rather than in one
go once, say, the end of an utterance has been
reached. The question thus arises as to whether
theories of conversational implicature (which, as
most semantic and pragmatic theories, were orig-
inally designed to operate at the utterance level)
can be accommodated within the incremental turn.

In this paper I look into how dialogue partici-
pants incrementally compute the intended mean-
ing of referring descriptions (i.e. their intended
referent). I show that a slightly modified version

of Hirschberg (1985)’s computational theory of
scalar implicature that allows us to compute im-
plicatures at the sub-utterance level can account
for incremental effects observed in psycholinguis-
tic experiments.

I start by giving an overview of previous work
on the incremental processing of referential de-
scriptions regarding both resolution and genera-
tion. In Section 3 I survey experimental results
that indicate that information that goes beyond
conventional semantic meaning is used incremen-
tally at the sub-utterance level. To account for the
pragmatic inferences observed, I explore an ac-
count that combines ingredients from generation
models with a theory of scalar implicature. Af-
ter introducing the rudiments of such a theory and
some basic semantic processing in Section 4, I
sketch my proposal in Section 5 and apply it to
some examples.

2 Definite Referential Descriptions

Referential descriptions in the sense of Donnel-
lan (1966)—i.e. definite descriptions that serve the
purpose of letting the addressee identify a par-
ticular entity out of a set of entities assumed to
be in the current focus of attention—have been
studied extensively in dialogue research, specially
in the context of referential matching tasks such
as those used in the psycholinguistic experiments
of Krauss and Weinheimer (1966) and Clark and
Wilkes-Gibbs (1986). Work within the collabora-
tive model of grounding put forward by Clark and
colleagues (Clark, 1996) has emphasized the fact
that the form and meaning of these descriptions of-
ten depends on historic aspects such as conceptual
pacts established with specific conversational part-
ners during the course of interaction (Brennan and
Clark, 1996). Thus these approaches have mostly
focused on subsequent mentions, i.e. descriptions
that refer back to entities mentioned previously,
or that refashion earlier descriptions that were not
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grounded (Clark and Wilkes-Gibbs, 1986).
In the present paper I concentrate on the ar-

guably simpler case of first mention referential de-
scriptions. The main reason for this is that ex-
periments that study incremental processing at the
sub-utterance level—which is our focus here—
have essentially investigated first mention descrip-
tions in simple tasks, where the referring goal can
be achieved with little interaction,1 by means of a
single referential description. Several approaches
have investigated this kind of descriptions from
the generation and the resolution perspective. In
the remainder of this section, I summarize some
of them and then give an overview of some experi-
mental results reported in the psycholinguistics lit-
erature.

2.1 Resolution

A good deal of computational work on incremen-
tal interpretation of referring descriptions—such
as the early proposals of Mellish (1985) and Had-
dock (1989) as well as more recent approaches
such as Schuler (2003)—models incremental ref-
erence resolution as a symbolic process of con-
straint satisfaction, where predicates are associ-
ated with sets of constraints. The core idea is that,
as a referring expression is processed from left to
right, the constraints introduced by each predicate
in the expression progressively narrow down the
set of potential referents. Consider, for instance,
the description ‘the black wooden chair’. Here
processing ‘black’ would eliminate from the set
of potential referents those elements in the con-
text that are not black; processing ‘wooden’ would
narrow down that set further to the subset of black
elements that are made of wood; while finally pro-
cessing ‘chair’ would pick up the chairs among
the black wooden elements.

These resolution models thus focus on com-
puting semantic denotation in a model-theoretical
way, largely ignoring any aspects related to prag-
matics and implicature. However, as we shall
see in Section 3, hearers can incrementally use
pragmatic information that goes beyond conven-
tional interpretations to identify referents at stages
where there is semantic ambiguity, thus speeding
up the process of establishing the speaker’s mean-
ing. Constraint-based models can naturally be en-
riched with pragmatic constraints, as done, for in-

1Although see Brown-Schmidt et al. (2005) for a promis-
ing attempt to use eyetracking methods in interactive settings.

stance, by DeVault and Stone (2003), who com-
plement the conventional content with goal and
and plan-related inferences. I shall follow a simi-
lar approach and extend a constraint-based seman-
tic model with scalar implicatures.

A different trend of approaches (e.g. Roy (2002)
and Schlangen et al. (2009)) explore probabilis-
tic models of reference. In this case, the refer-
ential potential of linguistic expressions is learned
from data by exploiting statistical correlations be-
tween the linguistic expressions used and partic-
ular referential configurations (i.e. the context of
utterance with its set of potential referents and
knowledge about which referent is the intended
one). Models of this sort thus do not make a
clear distinction between semantics and pragmat-
ics: They capture expectations about linguistic
meaning and cooperative behaviour implicitly and
with the same mechanisms.

2.2 Generation

The Generation of Referring Expressions (GRE)
is one of the key areas within the field of Natural
Language Generation. Traditionally, researches in
this area have attempted to generate minimal de-
scriptions, i.e. the shortest possible descriptions
that succeed in uniquely identifying the intended
target referent in a given context. For instance,
if the context includes one black chair and one
brown table, the description ‘the black chair’ is
not minimal, while the description ‘the chair’ is.
The idea is that minimal descriptions are consis-
tent with Grice’s Maxim of Manner, in particular
with the Sub-maxim of Brevity: “be brief; avoid
unnecessary prolixity” (Grice, 1975). Since the
shorter description ‘the chair’ succeeds in iden-
tifying the referent, the presence of the predicate
‘black’ is considered redundant and hence suscep-
tible of generating false implicatures by violating
the maxim of Brevity.

The problem with this approach is that it does
not take into account the fact that interpretation is
a continuous process and ignores the possibility
of reasoning incrementally: whether a predicate is
considered redundant or not is determined by rea-
soning with complete descriptions. The predicate
‘black’ is considered redundant in the complete
description ‘the black chair’ because there is an
alternative, shorter, complete description that does
without it. This view thus misses the point that
what may count as redundant upon completion of
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an utterance can be informative during incremen-
tal processing.

The seminal work of Dale and Reiter (1995)
addresses precisely this issue. The Incremental
Algorithm proposed by these authors uses prop-
erties in a predefined preference order incremen-
tally, as long as they have discriminatory power,
i.e. as long as they rule out some distractors—
elements that are not the intended referent—from
the context set. For instance, in our earlier exam-
ple, ‘black’ has incremental discriminatory power
because at the point when the modifier is ut-
tered it rules out the table, which is not black.
Thus, if colour is a particularly salient property
(it is ranked high in the preference order), the
use of a colour predicate such as ‘black’ can help
the hearer to more easily identify the intended
referent—a point also made by Grosz (1981): “A
speaker should be redundant only to the degree
that redundancy reduced the total time involved
in identifying the referent.” The optimization of
property preference orderings and the use of prop-
erties that are redundant a posteriori but that do
have incremental discriminatory power are issues
that are actively being investigated in GRE re-
search (Viethen et al., 2008; Krahmer et al., 2008).

3 Psycholinguistic Evidence

In a series of experiments, Sedivy and colleagues
(Sedivy et al., 1999; Sedivy, 2003) have used
the eye-tracking paradigm to investigate how hu-
mans interpret instructions that contain referen-
tial descriptions with different types of modi-
fiers, including colour (e.g. black, red), mate-
rial (e.g. plastic, wooden), and scalar adjectives
(e.g. tall, big). In these experiments, subjects
wearing a head-mounted eye-tracker are shown an
array of objects and are asked to pick up one of
them with instructions such as ‘Pick up the plastic
spoon’. Since subjects direct their gaze towards
potentially referred objects, the precise informa-
tion provided by the eye-tracker offers direct evi-
dence about the alternative referents that are being
considered by a subject at precise points in time
and about the point at which a commitment to an
interpretation is made.

The displays used in the experiments were such
that upon hearing the adjective, more than one ref-
erent was possible while some referents could be
discarded. For instance, one sample scenario in-
cluded two objects that were made of plastic—

the target spoon and a comb—plus a tie and a
bulb as distractors. As expected, upon hearing the
adjective subjects looked at the two objects that
matched its semantic content (the spoon and the
comb). The more interesting result was that in sce-
narios where a contrasting object was also in the
display (e.g. a metal spoon) a preference for the
target plastic object could be observed before the
head noun was uttered, regardless of the seman-
tic indeterminacy. That is, in these scenarios the
identification of the target object took place ear-
lier, at a point when the ongoing utterance was still
semantically ambiguous. Experiments also show
that this effect, let us call it “contrastive bias”,
does not obtain with all kinds of modifiers: hearers
did not show this kind of bias when interpreting
colour adjectives, while they did for descriptions
with material and scalar adjectives.2

With regard to an experiment that included
also production, Sedivy (2003) reports that what
distinguished modifiers that gave rise to a con-
trastive bias from those that did not was the fre-
quency with which that kind of modifier was
spontaneously generated to describe an object in
a context where modification was not required
for unique identification. That is, modifiers
such as colour adjectives that are often produced
“redundantly”—redundantly a posteriori, but that
may still help to reduce the search space for the
hearer incrementally—do not lead to a contrastive
bias, while those that are typically used only when
they are needed for unique identification of the ref-
erent are understood as such and hence give rise to
a contrastive inference.

This latter result seems to indicate that the ob-
served contrastive bias could be successfully mod-
elled by a probabilistic approach that is sensitive
to the statistical correlations in the data. However,
a follow-up experiment demonstrated that this is
not entirely trivial. Grodner and Sedivy (forth-
coming) found that when subjects were explicitly
told beforehand that the speaker suffered from an
impairment leading to linguistic deficits, they did
not show evidence of a contrastive bias regardless
of the statistical patterns in the data.3 This seems

2Throughout the paper, I will ignore scalar adjectives
and exemplify my points with colour and material modifiers.
The special features of gradable adjectives, which I have ad-
dressed elsewhere (Fernández, ms), are not critical for the
approach presented here.

3Results of a similar nature regarding disfluencies are re-
ported by Arnold et al. (2007): subjects who hear disflu-
ent descriptions infer that the referent is difficult to describe;
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to indicate that the explanatory power of statistical
regularities is limited.4

In her discussion of the experimental results
I have surveyed, Sedivy (2007) seems to appeal
to an idea of redundancy that—in line with the
point made in Section 2.2—relies on reasoning
with hypothesized complete descriptions: “Thus,
when the display contained a referent for which
the use of a modifier was communicatively moti-
vated, people showed a preference for this referent
compared to displays in which there was no clear
reason to refer to the same target referent using
a modifier”. Here I shall adopt a different per-
spective and show that these results, as well as the
differences observed for different types of modi-
fiers, can be accounted for by combining elements
from computational models of Referring Expres-
sion Generation with ingredients from standard
theories of scalar implicature to arrive at a sys-
tem that operates incrementally, without the need
to reason with complete descriptions.

4 Preliminary Notions

Before moving on to sketch an account of the ef-
fects I have described, I shall first introduce the
rudiments of scalar implicature theories, the nota-
tion I will use, and the basic process of incremen-
tal semantic interpretation I assume.

4.1 Scalar Implicature

Scalar implicature is a kind of conversational im-
plicature (Grice, 1975) whose computation is de-
pendent upon the identification of some salient re-
lation that orders a concept referred to in an utter-
ance with other concepts of the same type. The
idea is that the use of an expression in the scale
(i.e. the ordering) implicates that (the speaker be-
lieves that) the other expressions in the scale (often
considered stronger) do not apply.

Following the seminal work of Horn (1972) and
others such as Gazdar (1979), Hirschberg (1985)
proposes a theory of scalar implicature that spec-
ifies the conditions under which a speaker may
license a scalar implicature and a hearer may in-
fer it. In her theory, scalar implicatures are cal-
culated from surface semantic representations of
complete utterances by (1) identifying a potential

such inferences are however cancelled when subjects are told
speakers suffer from a linguistic impairment.

4Or perhaps that an adequate probabilistic model should
also take into account the cooperativity of the speaker.

scalar sub-formula in the logical form, (2) identi-
fying the scale or scales that this subformula be-
longs to, and (3) inferring negative implicatures
for alternate and higher values in the scale(s).

I shall essentially follow this approach,5 but al-
low for the possibility of incrementally comput-
ing scalar implicatures from sub-formulas as they
become available during incremental processing,
and for the possibility of computing the implica-
tures from formulas other than those strictly cor-
responding to the logical forms of utterances (this
should become clearer in Section 5.2).

As extensively discussed by Hirschberg (1985),
scales can be of several types. I consider two
types of scales: alternate scales {σ, σ′, . . .} con-
taining scalar expressions that are not ordered but
simply contrast with each other, and linear scales
〈σ, σ′, . . .〉 containing expressions that are linearly
ordered according to some suitable relation.

The inference rule for scalar implicature I as-
sume is the following, where ψ and ψ[σ/σ′] are
identical except for the fact that all occurrences of
expression σ in ψ have been substituted by σ′ in
ψ[σ/σ′]:

(1) SCALAR IMPLICATURE INFERENCE RULE

Given a formula ψ, a scalar expression σ in ψ,
and a scale S that includes σ:
∀σ′.((σ′ ∈ S ∧ σ′ >6= σ) → ¬ψ[σ/σ′])

We can use the rule in (1) to compute, for in-
stance, the scalar implicatures inferred from the
utterances in (2) and (3) (indicated by ;) by con-
sidering, in the standard way, that ψ corresponds
to the semantics of the whole utterance.

(2) Some people left the party early.
a. S : 〈all, some〉
b. ; Not all people left the party early.

(3) A: Do you have apple juice?
B: I have grape, tomato or bloody mary mix.
a. S : {grape, tomato, bloodymm, apple}
b. ; I don’t have apple juice.

4.2 Domain Representation

I model the domain in a way similar to how input
databases are modelled in GRE systems, i.e. char-
acterising entities in terms of attributes and values.

5I employ a simplified version of the original approaches,
which amongst other things ignores epistemic operators, but
which suffices to illustrate the points that occupy us here.
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I assume a first-order-logic system with all the
usual logical symbols, including equality = and
a top > symbol; a domain of entities U ; a set of
relational symbols A corresponding to attributes
(such as colour, material, type); and a set of
constant symbols V corresponding values (such
as blue, red, plastic, metal, spoon, comb).
A function Val : A → P(V ) assigns to each at-
tribute a set of appropriate values. Variables e, e′

range over elements in U , variables att, att′ over
elements in A, and variables val, val′ over ele-
ments in V . The interpretation function assigns to
each att ∈ A a relation U × Val(att). I write
att(e) = val (instead of the more standard nota-
tion for relations att(e, val)) to express that ele-
ment e is related to value val by attribute att.

4.3 Incremental Interpretation

I shall use formulas att(e) = val as logical
forms of adjectives and nouns in definite refer-
ring descriptions. For instance, ‘red’ will be in-
terpreted as colour(e) = red; the extension of
this expression is then the set of red elements in
the context.

The semantic interpretation of a description
such as ‘the red plastic cup’ then proceeds as
shown in (4). I use the symbol > to initialise the
existentially quantified formula introduced by the
definite article.6

(4) t0 The t1 red t2 plastic t3 cup t4

t1 : ∃e.>
t2 : ∃e.colour(e) = red

t3 : ∃e.colour(e) = red ∧
material(e) = plastic

t4 : ∃e.colour(e) = red ∧
material(e) = plastic ∧

type(e) = cup

This incremental process is in line with the sym-
bolic constraint-based approaches to incremental
reference resolution described in Section 2.1. Ex-
pressions add constraints that incrementally nar-
row down the set of potential referents. My aim is
to complement this semantic process with default
pragmatic inferences that can be computed using
the ingredients of scalar implicature theories. I
turn to this in the next section.

6I do not include the presupposition of unique existence
in the semantic representation.

5 Early Interpretation by Implicature

In this section I show how we can use the main el-
ements of the theory of scalar implicature I have
sketched to account for the early interpretation ef-
fects observed in the psycholinguistic experiments
described in Section 3.

5.1 Scales
Determining what is a possible salient scale in a
given situation can be a tricky issue. In general
expressions within an ordering share a common
type (e.g. they are quantifier expressions, of juice
types). But even so, it is not trivial to determine
which elements of the relevant type can be consid-
ered part of a scale that is salient for both speaker
and hearer. This point is emphasized by Benotti
and Traum (2009) in their account of comparative
implicatures, where they opt for deriving the sim-
plest possible scale 〈no, yes〉 for scalar adjectives
such as ‘safe’ in comparative constructions.

I take attributes and values to be scalar ex-
pressions, i.e. expressions that can be associated
with a scale of related concepts. Values give rise
to alternate scales {val, val′, . . .} containing dif-
ferent values relevant for one attribute, while at-
tributes take part in ordered scales 〈dim, dim′, . . .〉
that rank several attributes according to salience.
Here I shall directly borrow the notion of “prop-
erty preference ordering” (or “list of preferred
properties” (Dale and Reiter, 1995)) from REG
systems and assume that the hearer’s representa-
tion of the contextual domain (like the genera-
tor’s) includes such a scale of attributes. I will
however make minimal assumptions about the el-
ements that belong to a particular scale. By def-
inition, salient scales include the triggering scalar
expressions that have been overtly uttered. For in-
stance, an utterance of say ‘plastic’ with logical
form material(e) = plastic can give rise to
two scales:

(5) a. S1 : {. . . , plastic, . . .}
b. S2 : 〈. . . , material, . . .〉

The question is then how these scales that are as-
sumed to be part of the common ground of speaker
and hearer are further populated. Since we are
concerned with a visually shared situation, I will
define default rules for including additional ex-
pressions into a scale that rely only on proper-
ties of the shared visual context.7 In particular,

7Of course other aspects may render expressions salient
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we assume that if an expression is witnessed in
the shared visual context it can enter a contextual
scale. Intuitively, a value such as red is witnessed
if the visual context includes an entity that is red.
Similarly, an attribute such as colour is witnessed
if the context includes an entity for which that at-
tribute is applicable. As mentioned, attributes take
part in ordered scales—preference orderings. Pre-
ferred attributes are those that are more salient.
Here I equate salience with ease of perception: in
a shared visual context, an attribute is salient if it
can be easily perceived (its values easily discrim-
inated) by both speaker and hearer. I use >sal to
denote the preference ordering.

The following scale construction inference rules
make more precise what has just been explained
informally. Note that for ordered scales, the only
attributes that are relevant are those that are more
salient than the attribute evoked by the utterance
itself.8

(6) SCALE CONSTRUCTION DEFAULT RULES

Given a (sub-)utterance u with semantics
att(ei) = val, and potential scales
S1 : {. . . , val, . . .} and S2 : 〈. . . , att, . . .〉:
a. ∀ej val′.att(ej) = val′ ∧ val′ 6= val

∧ ei 6= ej → val′ ∈ S1

b. ∀ej att′.att′(ej)=val ∧ att′>sal att
→ att′ ∈ S2

These two types of scales—alternate value scales
and scales of preferred attributes—are of a rather
different nature and I shall asume that they are
used in different ways by the SCALAR IMPLICA-
TURE INFERENCE RULE given in (1) above. The
implicatures inferred from value scales are the
classic scalar implicatures computed from alter-
nate scales such as that shown in (3). These scalar
implicatures are standard in the sense that they can
be computed from input formulas ψ that directly
correspond to logical forms of (sub-)utterances
without any further assumptions.9

5.2 Contrastive Inferences as Scalar
Implicatures

We will now look into how the machinery we have
in place allows us to infer scalar implicatures that

for both speaker and hearer.
8Note that these are only default rules. Certainly elements

can be part of a salient scale for less overt and immediately
accessible reasons.

9Besides those that allow us to construct the relevant
scale.

can account for the contrastive bias that helps the
hearer identify the intended referent at an early
stage, regardless of the semantic ambiguity. The
intuitive idea I want to explore is that these scalar
inferences are only drawn if the attribute evoked
by a sub-utterance has incremental discriminatory
power, as introduced in Section 2.2—that is, if the
context includes another element that has a differ-
ent value for that attribute (and that hence would
get eliminated from the set of potential referents).
More formally, an expression such as ‘plastic’ in
a partial utterance such as ‘the plastic...’ with se-
mantics (7a) has discriminatory power if (7b) is
supported by the context (where e 6= e′):

(7) a. ∃e.material(e) = plastic
b. ∃e′.material(e′) 6= material(e)

The SCALAR IMPLICATURE INFERENCE RULE

(repeated below for convenience) can then be ex-
ploited to enrich (7b).

(8) SCALAR IMPLICATURE INFERENCE RULE

Given a formula ψ, a scalar expression σ in ψ,
and a scale S that includes σ:
∀σ′.((σ′ ∈ S ∧ σ′ >6= σ) → ¬ψ[σ/σ′])

The clause in the matrix of (7b) (material(e′) 6=
material(e)) acts as input formula ψ for the rule,
while the attribute material instantiates σ. Since
the inferred implicatures (¬ψ[σ/σ′]) characterise
both the intended referent and the additional ele-
ment required for the expression to have discrim-
inatory power, they fall under the scope of both
quantifiers introducing these elements:

(9) ∃e.material(e) = plastic ∧
∃e′.material(e′) 6= material(e) ∧

; ¬ [σ′(e′) 6= σ′(e)] ∧
; ¬ [σ′′(e′) 6= σ′′(e)] ∧
. . .

In order to illustrate how this works with a con-
crete example, let us consider the sample sce-
nario described in Section 3. Recall that the vi-
sual context contains at least three elements: a
plastic spoon, a plastic comb, and a tie—let’s as-
sume the latter is made of silk. Let’s also as-
sume that in this context, object type is a more
salient attribute (e.g. can be more easily perceived)
than material and that therefore upon processing
the fragment ‘the plastic. . . ’ the preference scale
〈type, material〉 is evoked. The conventional
meaning of this fragment is shown in (10a). There
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are two witnesses that make this formula true in
the current context—the spoon and the comb—
and hence there is semantic ambiguity. However
the modifier has incremental discriminatory power
since the context is consistent with (10b). Now, if
the hearer does not have reasons to believe that the
speaker is not cooperative (or capable of being so),
the SCALAR IMPLICATURE INFERENCE RULE can
be used to enrich (10b) with further inferences, as
long as they are supported by the context. Given
the preference scale 〈type, material〉, the rule
can generate the implicature in (10c), which is
equivalent to type(e′) = type(e).

(10) The plastic . . .
a. ∃e.material(e) = plastic ∧
b. ∃e′.material(e′) 6= material(e) ∧
c. ; ¬[type(e′) 6= type(e)]

A context with an additional, contrasting element
such as a metal spoon would support the impli-
cature in (10c) and thus would allow the hearer to
disambiguate the semantics in favour of the plastic
spoon (since the only assignment that makes (10)
consistent with the context is one where the plastic
spoon is assigned to e). Thus, we are able to pre-
dict the contrastive bias reported by Sedivy and
colleagues and to account for the fact that hearers
are able to make predictions about potential ref-
erents incrementally, at a point when the ongoing
utterance is still semantically ambiguous, without
need to reason with hypothesized complete de-
scriptions.

Resorting to scales akin to the property pref-
erence orderings typically used in GRE models
also allows us to account for the differences ob-
served with different kinds of modifiers. We can
explain this by appealing to the relative position
of different types of modifiers within the prefer-
ence scale, specially with respect to the attribute
type.10 If an attribute is highly prominent and
there is no other attribute higher up in the pref-
erence scale, then it will not give rise to the con-
trastive implicature, even though it may still have
discriminatory power. It seems reasonable to as-
sume that in shared visual situations often colour
is very salient, arguably even more salient than the
object type (11c). Thus, as observed by Sedivy, in
a context with, say, a red plate, a red cup, and a
blue cup, upon hearing ‘Pick up the red. . . ’ hear-

10At least judging from the limited experimental condi-
tions tested by Sedivy and colleagues

ers do not exhibit any contrastive bias (i.e. no pref-
erence for the red cup is observed).

(11) . . . the red . . .
a. ∃e.colour(e) = red
b. ∃e′.colour(e′) 6= colour(e)
c. S : 〈colour, type〉

In this case, the scalar implicature is not inferred
since there is no higher-ranked attribute that would
license the application of the SCALAR IMPLICA-
TURE INFERENCE RULE.

6 Conclusions

In this paper I have discussed how pragmatic in-
ferences can be exploited during incremental in-
terpretation in the resolution of first-mention ref-
erential descriptions. I have concentrated on con-
trastive effects observed in the psycholinguistics
literature and have sketched a proposal that com-
bines elements from computational models of Re-
ferring Expression Generation with ingredients
from standard theories of scalar implicature. The
result is a system that operates incrementally on
partial utterances, without need to reason with
complete descriptions. Clearly, the main burden
of the approach is the determination of the prefer-
ence scale—a problem that REG models also face.
Although the present paper offers only a prelimi-
nary account, it hopefully contributes to opening
the door for investigating further how pragmatic
theories can meet the challenges imposed by the
incremental nature of language use in dialogue.
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