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Abstract. A Petrov-Galerkin discretization is studied of an ultra-weak vari-
arional formulation of the convection-diffusion equation in mixed form. To
arrive at an implementable method, the truly optimal test space has to be
replaced by its projection onto a finite dimensional test search space. To pre-
vent that this latter space has to be taken increasingly large for vanishing
diffusion, a formulation is constructed that is well-posed in the limit case of
a pure transport problem. Numerical experiments show approximations that
are very close to the best approximations to the solution from the trial space,
uniformly in the size of the diffusion term.

1. Introduction

It is well-known that standard Galerkin discretisations of convection-diffusion
equations fail to deliver good approximations for a vanishing diffusion term. In this
paper, we study Petrov-Galerkin discretisations.

Unless the layers are resolved by the mesh, the $H^1$-errors of finite element ap-
proximations will be dominated by the errors in the layers. This holds also true for
$L_2$-errors when conforming finite elements are applied due to the strong enforce-
ment of Dirichlet boundary conditions. Therefore, we prefer to measure the errors
in the $L_2$-norm, and to allow for discontinuous approximations. To this end, we
consider an ultra-weak variational formulation of the convection-diffusion equation
in mixed form. It is shown to define a boundedly invertible mapping $U \to V'$,
with $U$ and $V$ being Hilbert spaces, where $U$ is (essentially) a multiple copy of the
$L_2$-space.

Building on the earlier works [BM84, DG11, CDW12], we equip $V$ with the
operator-dependent optimal test norm. Then given a finite dimensional trial space
$U^h \subset U$, the Petrov-Galerkin discretisation with the optimal test space delivers the
best approximation from $U^h$ to the solution w.r.t. the norm on $U$.

To arrive at an implementable method, this truly optimal test space has to be replaced by its projection onto a finite dimensional test search space. With
common variational formulations, the truly optimal test functions exhibit layers,
and for vanishing diffusion, the test search space has to be chosen increasingly large
to get satisfactory results.
In this paper, a non-standard variational formulation is constructed, such that for a zero diffusion term, the discrete system is a well-posed Petrov-Galerkin discretisation of the limiting transport problem. This can be seen as a necessary condition for the equations, which define the optimal test functions, not to be singularly perturbed.

Numerical experiments show that with a fixed test search space, the obtained approximations are very close to the best approximations to the solution from the trial space, uniformly in the size of the diffusion term.

This paper is organised as follows. In Sect. 2, we revisit the theory of Petrov-Galerkin discretizations with optimal test spaces. In Sect. 3, we apply it to convection-diffusion equations, and in Sect. 4 we present numerical results.

In this work, by \( C \lessapprox D \) we will mean that \( C \) can be bounded by a multiple of \( D \), independently of parameters which \( C \) and \( D \) may depend on. Obviously, \( C \approx D \) is defined as \( D \lessapprox C \), and \( C \lessapprox D \approx D \approx C \lessapprox D \).

## 2. Some general theory

### 2.1. Petrov-Galerkin discretizations with optimal test spaces.

For Hilbert spaces \( U \) and \( V \) over the scalar field \( \mathbb{R} \), a bilinear form \( b : U \times V \to \mathbb{R} \), let \((Bu)(v) := b(u, v)\) define a boundedly invertible mapping, i.e.,

\[
B \in \mathcal{L}(U, V'), \quad B^{-1} \in \mathcal{L}(V', U).
\]

Given \( f \in V' \), we are interested in solving

\[
Bu = f.
\]

For defining our method, we will make use of \( T \in \mathcal{L}(U, V) \) defined by

\[
\langle Tu, v \rangle_V = b(u, v) \quad (u \in U, v \in V).
\]

With the Riesz map \( R_V \in \mathcal{L}(V, V') \) defined by \((R_V v)(z) = \langle v, w \rangle_V \quad (v, z \in V)\), it holds that \( T = R_V^{-1}B \). Following [DG11], given a closed linear trial space \( U^h \subset U \), we set the optimal test space

\[
\text{ran} T|_{U^h},
\]

and consider the Petrov-Galerkin problem of finding \( u^h \in U^h \) such that

\[
b(u^h, v^h) = f(v^h) \quad (v^h \in \text{ran} T|_{U^h}).
\]

As will follow as a special case from Proposition 2.2, (2.3) has a unique solution, and it holds that

\[
u^h = \arg\min_{u^h \in U^h} \| f - Bu^h \|_{V'},
\]

so that actually the Petrov-Galerkin discretization with optimal test space is a least-squares method.

Only in cases where the dual norm \( \| \cdot \|_{V'} \) can be evaluated exactly, this least-squares problem can be solved exactly. For this reason, in the following subsection we consider Petrov-Galerkin discretizations with projected optimal test spaces.
2.2. Petrov-Galerkin with projected optimal test spaces. Given a closed linear trial space $U^h \subset U$, let $V^h \subset V$ be a sufficiently large closed subspace, that we call test search space, such that

\begin{equation}
\gamma^h := \inf_{0 \neq u^h \in U^h} \sup_{0 \neq v^h \in V^h} \frac{b(u^h, v^h)}{\|u^h\|_U \|v^h\|_V} > 0.
\end{equation}

Thanks to (2.1), in any case the latter is satisfied for $V^h = V$, with $\gamma^h \geq \|B^{-1}\|_{V^\prime \to U}$ (with equality when $U^h = U$).

**Remark 2.1 (Fortin projector).** From [For77], we recall that if there exists a projector $\Pi^h \in \mathcal{L}(V, V^h)$ with $b(u^h, \Pi^h v) = b(u^h, v)$ ($u^h \in U^h$), then

\begin{equation}
\gamma^h \geq \inf_{0 \neq w^h \in U^h} \sup_{0 \neq v^h \in V} \frac{b(w^h, \Pi^h v)}{\|w^h\|_U \|\Pi^h v\|_V} \geq \frac{1}{\|\Pi^h\|_{V \to V} \|B^{-1}\|_{V^\prime \to U}}.
\end{equation}

Conversely, if (2.4) is valid, then defining $\Pi^h v$ as the first component of the solution $(v^h, \lambda^h) \in V^h \times U^h$ of

\begin{align*}
(v^h, z^h)_V + b(\lambda^h, z^h) &= (v, z^h)_V \quad (z^h \in V^h), \\
b(w^h, v^h) &= b(w^h, v) \quad (v^h \in U^h),
\end{align*}

a projector as above is constructed, with $\|\Pi^h\|_{V \to V} \lesssim (\gamma^h)^{-1}$.

We define $T^h \in \mathcal{L}(U, V^h)$ by

\begin{equation}
(T^h u, v^h)_V = b(u, v^h) \quad (u \in U, v \in V^h),
\end{equation}

whose existence is guaranteed by Riesz’ representation theorem.

Given a closed linear trial space $U^h \subset U$, we set the projected optimal test space by

\[ \text{ran } T^h|_{U^h}, \]

and consider the Petrov-Galerkin problem of finding $\hat{u}^h \in U^h$ such that

\begin{equation}
\hat{b}(\hat{u}^h, v^h) = f(v^h) \quad (v^h \in \text{ran } T^h|_{U^h}).
\end{equation}

Comparing (2.2) with (2.5), one infers that $\text{ran } T^h|_{U^h}$ is the $V$-orthogonal projection of the optimal test space $\text{ran } T^h|_{U^h}$ onto $V^h$.

In the following proposition, it will be shown that this latter Petrov-Galerkin problem has an equivalent formulation as a saddle point problem, that only involves the trial space $U^h$ and test search space $V^h$, and so not explicitly the projected optimal test space $\text{ran } T^h|_{U^h}$. This was the approach followed by Cohen, Dahmen and Welper in [CDW12].

**Proposition 2.2.** Problems equivalent to (2.6) are finding $\hat{u}^h \in U^h$ such that

\begin{equation}
\langle T^h \hat{u}^h, T^h w^h \rangle_V = f(T^h w^h) \quad (w^h \in U^h);
\end{equation}

finding $(\hat{y}^h, \hat{u}^h) \in V^h \times U^h$ such that

\begin{align*}
\langle \hat{y}^h, v^h \rangle_V + b(\hat{u}^h, v^h) &= f(v^h) \quad (v^h \in V^h), \\
b(w^h, \hat{y}^h) &= 0 \quad (w^h \in U^h);
\end{align*}

and finally

\begin{equation}
\hat{u}^h = \operatorname{argmin}_{\hat{u}^h \in U^h} \sup_{0 \neq v^h \in V^h} \frac{|f(v^h) - b(\hat{u}^h, v^h)|}{\|v^h\|_V}.
\end{equation}
Under the assumption of $\gamma^h > 0$, (2.6)-(2.9) have a unique solution $\tilde{u}^h$ with $\|\tilde{u}^h\|_U \leq \|f\|_{V'}/\gamma^h$.

Proof. The equivalence of (2.6) and (2.7) follows from the definition of $T^h$.

With $R_{Vh} \in L(V^h, (V^h)'')$ defined by $(R_{Vh} v^h)(z^h) = (u^h, z^h)_V$ ($u^h, z^h \in V^h$), (2.7) can be written as

$$ (R_{Vh} T^h |_{U^h} \tilde{u}^h)(T^h |_{U^h} w^h) = f(T^h |_{U^h} w^h) \quad (w^h \in U^h), $$

or, in operator form, as

$$ (T^h |_{U^h})' R_{Vh} T^h |_{U^h} \tilde{u}^h = (T^h |_{U^h})' f, $$

and so by

$$ T^h |_{U^h} = R_{Vh}^{-1} B^h, $$

with $B^h \in L(U^h, (V^h)')$ being defined by $(B^h w^h)(v^h) = b(w^h, v^h)$ ($w^h \in U^h$, $v^h \in V^h$), as

$$ (B^h)' R_{Vh}^{-1} B^h \tilde{u}^h = (B^h)' R_{Vh}^{-1} f, $$

i.e., finding $(\tilde{g}^h, \tilde{u}^h) \in V^h \times U^h$ such that

$$ (B^h)' R_{Vh}^{-1} B^h \tilde{u}^h = (B^h)' R_{Vh}^{-1} f, $$

which in variational form reads as (2.8).

For $\tilde{u}^h \in U^h$, we have

$$ \sup_{0 \neq v^h \in V^h} \frac{|f(v^h) - b(\tilde{u}^h, v^h)|}{\|v^h\|_V} = \sup_{0 \neq v^h \in V^h} \frac{\langle R_{Vh}^{-1} (f - B^h \tilde{u}^h), v^h \rangle_V}{\|v^h\|_V} = \|R_{Vh}^{-1} (f - B^h \tilde{u}^h)\|_V, $$

Consequently, $\tilde{u}^h$ from (2.9) is the unique solution in $U^h$ of

$$ 0 = (R_{Vh}^{-1} (f - B^h \tilde{u}^h), R_{Vh}^{-1} B^h w^h)_V = (f - B^h \tilde{u}^h)(T^h w^h) = f(T^h w^h) - b(\tilde{u}^h, T^h w^h) $$

for all $w^h \in U^h$. We conclude that (2.6) and (2.9) are equivalent.

From

$$ \|T^h w^h\|_V = \sup_{0 \neq v^h \in V^h} \frac{\langle T^h w^h, v^h \rangle_V}{\|v^h\|_V}, $$

we conclude that (2.7) is a symmetric, bounded, coercive variational problem on $U^h$, that therefore is uniquely solvable.

Substituting $w^h = \tilde{u}^h$ in (2.7), we find that $\|T^h \tilde{u}^h\|_V^2 \leq \|f\|_{V'} \|T^h \tilde{u}^h\|_V$, and so

$$ \gamma^h \|\tilde{u}^h\|_U \leq \|T^h \tilde{u}^h\|_V \leq \|f\|_{V'}. \quad \Box $$

The formulations (2.6)-(2.7) are relevant for practical implementations when one has a basis for $V^h \subset V$ available such that the resulting mass matrix has a sparse inverse. This can be expected when $V$ is an $L_2$-space, or a “broken” Sobolev space. In this setting one can reduce the saddle-point formulation to its Schur complement, or, alternatively, given a basis for $U^h$, one can find a basis for $\text{ran} T^h |_{U^h}$ by applying $T^h$ to each basis function for $U^h$ by solving (2.5), and use this basis for solving (2.6), or the symmetric positive definite system (2.7). The latter approach has been advocated by Demkowicz and Gopalakrishnan and collaborators in a sequence of papers starting with [DG11].
In the following proposition, an error bound is given for the solution of the Petrov-Galerkin discretisation with projected optimal test space, in terms of the error of best approximation from the trial space and the inf-sup constant $\gamma^h$. In a slightly different form, it can be found in [GQ14, Thm. 2.1].

**Proposition 2.3.** When $\gamma^h > 0$, the solution $\bar{u}^h$ of (2.6) satisfies

$$
\|u - \bar{u}^h\|_U \leq \frac{\|B\|_{U \to V'}}{\gamma^h} \inf_{w^h \in U^h} \|u - w^h\|_U.
$$

**Proof.** The statement holds true when $U^h = \{0\}$, because of $\gamma^h \leq \|B\|_{U \to V'}$, as well as when $U^h = U$. Indeed, since $B : U \to V'$ is boundedly invertible, for $U^h = U$, the condition $\gamma^h > 0$ requires $V^h = V$, so that $\bar{u}^h = u$.

Now let $\{0\} \subsetneq U^h \subsetneq U$. Let us denote the mapping $u \mapsto u^h$ by $P^h$. Clearly $P^h : U \to U$ is a projector onto $U^h$, and so for any $w^h \in U^h$, one has $u - \bar{u}^h = (I - P^h)u = (I - P^h)(u - w^h)$. From the last statement of Proposition 2.2, it follows that $P^h$ is bounded, with $\|P^h\|_{U \to U} \leq \frac{\|B\|_{U \to V'}}{\gamma^h}$. Since $P^h \neq 0$ and $P^h \neq I$ by our condition on $U^h$, it holds that $\|I - P^h\|_{U \to U} = \|P^h\|_{U \to U}$ (see [Kat60] or [XZ03, Lemma 5]), which completes the proof. \qed

**Remark 2.4.** The crucial constant $\gamma^h$ can be monitored by computing it as the square root of the smallest eigenvalue of $M_{V^h}^{-1}B^hM_{V^h}^{-1}B_h$. Here, w.r.t. some bases $\Phi$ and $\Sigma$ of $U^h$ and $V^h$, respectively, the aforementioned mass and “stiffness” matrices are defined by $(M_{V^h}x)^\top y = (x^\top \Phi, y^\top \Phi)_U$, $(M_{V^h}x)^\top y = (x^\top \Sigma, y^\top \Sigma)_V$, and $(B_hx)^\top y = b(x^\top \Phi, y^\top \Sigma)$.

### 2.3. The energy norm on $U$, and optimal test norm on $V$.

The factor $\|B\|_{U \to V'}/\gamma^h$ with which, in view of Proposition 2.3, the error in the Petrov-Galerkin solution might be larger than the error in the best approximation from the trial space $U^h$, can be as large as the condition number $\|B\|_{U \to V'}\|B^{-1}\|_{V' \to U}$, even for $V^h = V$. With standard choices of the norms, for singularly perturbed problems this condition number tends to infinity for the singular perturbation parameter tending to its critical limit. An approach to control the condition number is to equip $U$ with the operator-dependent *energy-norm*

$$
\|B \cdot \|_{V'},
$$
giving rise to a perfectly well-conditioned problem $Bu = f$, so with $\|B\|_{U \to V'} = 1 = \|B^{-1}\|_{V' \to U}$.

The following result, that extends upon [DHSW12, Thm.3.4], links in this setting the inf-sup condition (2.4) to the quality of best approximation of the truly optimal test space ran $T|_{U^h}$ by elements from $V^h$.

**Proposition 2.5.** For $\| \cdot \|_U := \|B \cdot \|_{V'}$, the constant $\gamma^h$ defined in (2.4) satisfies

$$
\sup_{\tilde{z}^h \neq 0} \inf_{z^h \in \text{ran } T|_{U^h}} \frac{\|z^h - \tilde{z}^h\|_V}{\|z^h\|_V} = \sqrt{1 - (\gamma^h)^2}.
$$

**Proof.** With $P^h : \text{ran } T|_{U^h} \to V^h$ denoting the restriction to ran $T|_{U^h}$ of the $V$-orthogonal projector onto $V^h$, the left hand side reads as $\|I - P^h\|_{V' \to V}$.

It holds that

$$
\|Tw^h\|_V = \sup_{\tilde{v} \neq 0} \frac{\langle Tw^h, \tilde{v} \rangle_V}{\|v\|_V} = \sup_{\tilde{v} \neq 0} \frac{b(w^h, \tilde{v})}{\|v\|_V} = \sup_{\tilde{v} \neq 0} \frac{(Bw^h)(v)}{\|v\|_V} = \|Bu^h\|_{V'},
$$
and so
\[
\inf_{0 \neq w^h \in U^h} \frac{\|P^h T w^h\|_V}{\|T w^h\|_V} = \inf_{0 \neq w^h \in U^h} \sup_{0 \neq v^h \in V^h} \frac{\langle P^h T w^h, v^h \rangle_V}{\|T w^h\|_V \|v^h\|_V} = \inf_{0 \neq w^h \in U^h} \sup_{0 \neq v^h \in V^h} \frac{\langle (T w^h, v^h) \rangle_V}{\|T w^h\|_V \|v^h\|_V} \sup_{0 \neq v^h \in V^h} b(w^h, v^h) = \gamma^h.
\]

We infer that
\[
\|I - P^h\|_{V \to V}^2 = \sup_{0 \neq w^h \in U^h} \frac{\|T w^h - P^h T w^h\|_V^2}{\|T w^h\|_V^2} = \sup_{0 \neq w^h \in U^h} \frac{\|T w^h\|_V^2 - \|P^h T w^h\|_V^2}{\|T w^h\|_V^2} = 1 - \inf_{0 \neq w^h \in U^h} \frac{\|P^h T w^h\|_V^2}{\|T w^h\|_V^2} = 1 - (\gamma^h)^2.
\]

Without making a proper choice of \(\|\cdot\|_V\), the energy-norm \(B \cdot \|\cdot\|_{V'}\) on \(U\) might not be the norm of interest in applications. Setting the \textit{optimal test norm}
\[
\|B' \cdot \|_{U'}\text{ on } V,
\]
and equipping \(V'\) with the associated dual norm, for the energy-norm we have
\[
\|Bw\|_{V'} = \sup_{0 \neq v' \in V'} \frac{|(Bw)(v)|}{\|B'v\|_{U'}} = \sup_{0 \neq v' \in V'} \frac{|(B'v)(w)|}{\|B'v\|_{U'}} = \sup_{0 \neq g' \in U'} \frac{|g(w)|}{\|g\|_{U'}} = \|w\|_V.
\]

So equipping \(V\) with the optimal test norm, the resulting energy norm is \textit{equal} to the original norm on \(U\).

The use of this optimal test norm was proposed in [ZMD+11, DHSW12], but it can also already be found in [BM84].

\textbf{Remark 2.6.} To see the latter, note that if \(V\) is equipped with norm \(\|B' \cdot \|_{U'}\), then \(R_V = BR_{U'}^{-1} B'\), with \(R_U \in L(U, U')\) defined by \((R_U w)(z) = \langle w, z \rangle_U\) \((w, z \in U)\), so that \(T = (B')^{-1} R_U\), which is the inverse of the mapping “\(R_m\)” in [BM84, (2.1)] (here \(U = V\) is considered). With this \(T\), (2.3) reads as finding \(u^h \in U^h\) such that \((u^h, w^h)_U = \langle (B')^{-1} R_U w^h, (B')^{-1} f, w^h \rangle_U\), \((u^h \in U^h)\), which confirms that \(u^h\) is the best approximation from \(U^h\) to \(u\) w.r.t. \(\|\cdot\|_U\).

A necessary condition to be able to \textit{implement} the resulting Petrov-Galerkin discretization with a projected optimal test space using any of (2.6)-(2.9) is that the “optimal test inner product” \(\langle B', B' \cdot \|\cdot\|_{U'}\rangle\) on \(V\) can be evaluated. With the aim to be able to choose \(U = L_2(\Omega)^K \simeq U'\) for some \(K \in \mathbb{N}\), one therefore writes a boundary problem of second order as a first order system.

\section{Application to Convection-Dominated Convection-Diffusion Equations}

We apply a Petrov-Galerkin discretisation with a projected optimal test space to convection-diffusion equations. To obtain satisfactory results also when the layers are not being resolved by the mesh, we approximate the solution in \(L_2\)-norm with discontinuous finite elements. To this end, we consider an ultra-weak variational formulation of the equation in mixed form.

\textbf{Remark 3.1.} Other than in [DG11], see also [BMS02], where such an ultra-weak formulation is derived by an \textit{element-wise} integration-by-parts, we employ an integration-by-parts over the global domain. An advantage of the element-wise approach is that
the optimal test functions are solutions of local variational problems on the individual elements. In such a setting, it seems easier to control the error due to the replacement of the truly optimal test functions by projected ones. On the other hand, by the element-wise integration-by-parts, additional solution components are introduced, that have the mesh skeleton as their domain. Approximation errors in these additional components may dominate the errors in the components of main interest, in particular because the functions on the skeleton are measured in intrinsically stronger norms.

To prevent that the test search space has to be taken increasingly large for vanishing diffusion, we construct a Petrov-Galerkin discretisation that in the limit of having no diffusion is a proper discretisation of the pure transport problem. We start with studying the transport problem.

3.1. Transport equation. For a domain \( \Omega \subset \mathbb{R}^n \), \( b \in L_\infty(\Omega)^n \) with \( \text{div} \, b \in L_\infty(\Omega) \), and with \( \Gamma_\pm := \{ x \in \partial \Omega : \pm b(x) \cdot n(x) > 0 \ \text{a.e.} \} \), \( \Gamma_0 := \partial \Omega \setminus (\Gamma_- \cup \Gamma_+) \), for given \( f \) and \( g \), consider the transport equation

\[
\begin{cases}
  b \cdot \nabla u + cu = f & \text{on } \Omega, \\
  u = g & \text{on } \Gamma_-
\end{cases}
\]

Multiplying the equation with smooth test functions \( v \) that vanish at \( \Gamma_+ \), and using that \( b \cdot n \) vanishes on \( \Gamma_0 \), by applying integration-by-parts we arrive at the variational formulation of finding \( u \in L_2(\Omega) \) such that for all those \( v \),

\[
(Bu)(v) := \int_\Omega u(cv - \text{div} \, vb) = \int_\Omega fv - \int_{\Gamma_-} gvb \cdot n.
\]

With

\[
H(b; \Omega) := \{ w \in L_2(\Omega) : b \cdot \nabla w \in L_2(\Omega) \},
\]

equipped with \( \|w\|_{H(b; \Omega)}^2 := \|w\|_{L_2(\Omega)}^2 + \|b \cdot \nabla w\|_{L_2(\Omega)}^2 \), we set its closed subspace

\[
H_{0,\Gamma_0}(b; \Omega) := \text{close}_{H(b; \Omega)}(\{w \in C(\Omega) : w = 0 \text{ on } \Gamma_+\}).
\]

For the case that \( b \in C^1(\Omega)^n \) or, for some constant \( \kappa > 0 \), \( c - \frac{1}{2} \text{div} \, b \geq \kappa \ \text{a.e.} \), it is known ([Bar70, DHSW12]) that \( B' : v \mapsto cv - \text{div} \, vb \in \mathcal{L}(H_{0,\Gamma_0}(b; \Omega), L_2(\Omega)) \) is boundedly invertible, and so

\[
B \in \mathcal{L}(L_2(\Omega), H_{0,\Gamma_0}(b; \Omega)'), \quad B^{-1} \in \mathcal{L}(H_{0,\Gamma_0}(b; \Omega)', L_2(\Omega)).
\]

Now let a family of closed trial spaces \( U^h \subset U := L_2(\Omega) \) be selected, with corresponding sufficiently large test search spaces \( V^h \subset V := H_{0,\Gamma_0}(b; \Omega) \), and let \( V \) be equipped with the optimal test norm \( \|B' \cdot \cdot\|_{L'_2} \). Then the Petrov-Galerkin discretizations with projected optimal test spaces will yield near-best approximations to \( u \) from the trial spaces in the \( L_2(\Omega) \)-norm, assuming that the infimum over the family of \( \gamma^h \) defined in (2.4) is strictly positive.

In [DHSW12, Sect. 5], numerical results for this approach were presented for \( U^h \) being the space of piecewise bilinears w.r.t. a uniform partition of a two-dimensional domain into squares, and \( V^h \) being the space of continuous piecewise quadratics w.r.t. a one- or two-times further dyadically refined partition. In addition, numerical results were given for adaptively refined partitions.
3.2. Convection-diffusion-reaction equation. We consider the boundary value problem

\begin{equation}
\begin{aligned}
\{ -\text{div} \, A \nabla u + b \cdot \nabla u + cu &= f & \text{on } \Omega, \\
\quad u &= g & \text{on } \partial \Omega,
\end{aligned}
\end{equation}

where \( A \in L_\infty(\Omega)^{n \times n} \) is real, symmetric, and invertible with \( A^{-1} \in L_\infty(\Omega)^{n \times n} \), \( b \in L_\infty(\Omega)^n \) with \( \text{div} \, b \in L_\infty(\Omega) \), and \( c \in L_\infty(\Omega) \).

We assume that the standard, non-mixed variational formulation of (3.2) in case of homogeneous Dirichlet boundary conditions is well-posed, i.e.,

\begin{equation}
\begin{aligned}
u \mapsto (v \mapsto \int_\Omega A \nabla u \cdot \nabla v + v b \cdot \nabla u + cu v) \in L(H_0^1(\Omega), H_0^1(\Omega)'),
\end{aligned}
\end{equation}

is boundedly invertible.

Writing \( A = A_1 A_2 \), where \( A_1, A_2, A_1^{-1}, A_2^{-1} \in L_\infty(\Omega)^{n \times n} \), and introducing \( \sigma = A_2 \nabla u \), we consider the reformulation of (3.2) as the first order div-grad mixed system

\begin{equation}
\begin{aligned}
\{ -\text{div} \, A_1 \sigma + b \cdot \nabla u + cu &= f & \text{on } \Omega, \\
\quad u &= g & \text{on } \partial \Omega, \\
\quad \sigma - A_2 \nabla u &= 0 & \text{on } \Omega.
\end{aligned}
\end{equation}

We test the first equation with

\(|\tau| \in H(\text{div} \, A_2^T; \Omega) := \{ \tau \in L_2(\Omega)^n : \text{div} \, A_2^T \tau \in L_2(\Omega) \},
\]

and the second one with \( v \in H_0^1(\Omega) = \{ v \in H^1(\Omega) : v|_{\Gamma_+} = 0 \} \). For some constant \( \mu > 0 \), we introduce

\begin{equation}
\theta = -\mu^{-1} A_1 \sigma|_{\partial \Omega | \Gamma_+} \cdot n
\end{equation}

as an independent additional variable. We obtain the ultra-weak variational problem of finding \((\sigma, u) \in L_2(\Omega)^n \times L_2(\Omega) \), and \( \theta \) from a space that will be specified later, such that

\begin{equation}
\begin{aligned}
\int_\Omega \sigma \cdot \tau + u \text{div} \, A_2^T \tau = \int_{\partial \Omega} g A_2^T \tau \cdot n, \\
\int_\Omega A_1 \sigma \cdot \nabla v - u \text{div} \, b + cu v + \int_{\partial \Omega | \Gamma_+} \mu \theta v = \int_\Omega f v - \int_{\Gamma_+} g v b \cdot n,
\end{aligned}
\end{equation}

\( \tau \in H(\text{div} \, A_2^T; \Omega), v \in H_0^1(\Omega) \).

Remark 3.2. Note that for \( f \in H_0^1(\Omega)' \) and \( g \in H^{\frac{1}{2}}(\partial \Omega) \), which conditions are necessary for the well-posedness of the standard non-mixed variational formulation, the linear functionals \( \tau \mapsto \int_{\partial \Omega} g A_2^T \tau \cdot n \) and \( v \mapsto \int_\Omega f v - \int_{\Gamma_+} g v b \cdot n \) are in \( H(\text{div} \, A_2^T; \Omega)' \) and \( H_0^1(\Omega)' \), respectively.

Remark 3.3. For \((\sigma, u, \theta)\) being the solution of (3.5), a reversed integration-by-parts of the first equation shows that \( u \in H^1(\Omega) \) with \( \nabla u = A_2^{-1} \sigma \), and \( u = g \) on \( \partial \Omega \).

Now under the additional condition that \( f \in L_2(\Omega) \), a reversed integration-by-parts of the second equation shows that \( A_1 \sigma \in H(\text{div}; \Omega) \), and \( \theta = -\mu^{-1} A_1 \sigma|_{\partial \Omega | \Gamma_+} \cdot n \).

Remark 3.4. Although \( \Gamma_+ \) has been given a precise meaning in the previous subsection, in the current subsection actually it could be read as some (measurable) subset of \( \partial \Omega \), when reading the integral over \( \Gamma_+ \) in the right-hand side of (3.5) as the integral over \( \partial \Omega \setminus \{ \Gamma_0 \cup \Gamma_+ \} \). The most obvious choice would be to take \( \Gamma_+ \) equal to the whole of \( \partial \Omega \), with which the introduction of the additional variable
\(\theta\) is avoided, and in which case \(H^1_{0,\Gamma^+}(\Omega)\) reads as \(H^1_0(\Omega)\). The next lemma deals with precisely this setting.

The motivation to take nevertheless \(\Gamma^+\) as the outflow boundary of the corresponding transport problem will become clear in the next subsection, with the design of a Petrov-Galerkin discretization for solving the convection dominated convection-diffusion problem.

**Lemma 3.5.** The operator \(\bar{B} \in \mathcal{L}(L^2(\Omega)^n \times L^2(\Omega), H(\text{div } A_2^T; \Omega)' \times H^1_0(\Omega)')\), defined by

\[
(\bar{B}(\sigma, u))(\tau, v) := \int_{\Omega} \sigma \cdot \tau + u \text{ div } A_2^T \tau + A_1 \sigma \cdot \nabla v - u \text{ div } v b + cu v,
\]

is boundedly invertible.

**Proof.** The boundedness of \(\bar{B}\) follows easily. Thanks to the open mapping theorem, it remains to show that \(\bar{B}\) is invertible, which by an application of the closed range theorem is equivalent to surjectivity of both \(\bar{B}\) and \(\bar{B}'\).

Given \((f, g) \in H(\text{div } A_2^T; \Omega) \times H^1_0(\Omega)\), consider the problem of finding \((\sigma, u) \in L^2(\Omega)^n \times L^2(\Omega)\) such that

\[
\int_{\Omega} \sigma \cdot \tau + u \text{ div } A_2^T \tau = f(\tau) \quad (\tau \in H(\text{div } A_2^T; \Omega)),
\]

\[
\int_{\Omega} A_1 \sigma \cdot \nabla v - u \text{ div } v b + cu v = g(v) \quad (v \in H^1_0(\Omega)).
\]

An application of Riesz’ representation theorem shows that there exists an \(r \in H(\text{div } A_2^T; \Omega)\) such that \(f(\tau) = \int_{\Omega} r \cdot \tau + \text{ div } A_2^T r \text{ div } A_2^T \tau\). Introducing \(\underline{\sigma} = \sigma - r\) and \(\underline{u} = u - \text{ div } A_2^T r\), the above system reads as

\[
\int_{\Omega} \underline{\sigma} \cdot \tau + \underline{u} \text{ div } A_2^T \tau = 0 \quad (\tau \in H(\text{div } A_2^T; \Omega)),
\]

\[
\int_{\Omega} A_1 \underline{\sigma} \cdot \nabla v - \underline{u} \text{ div } v b + cu v = g(v) - \int_{\Omega} A_1 r \cdot \nabla v - \text{ div } A_2^T r \text{ div } v b + cu \text{ div } A_2^T r \quad (v \in H^1_0(\Omega)).
\]

Thanks to (3.3), we may define \(\underline{u}\) as the solution in \(H^1_0(\Omega)\) of

\[
\int_{\Omega} A \nabla \underline{u} \cdot \nabla v + v b \cdot \nabla \underline{u} + cu v = g(v) - \int_{\Omega} A_1 r \cdot \nabla v - \text{ div } A_2^T r \text{ div } v b + cu \text{ div } A_2^T r,
\]

\((v \in H^1_0(\Omega))\), and take \(\underline{\sigma} = A_2 \nabla \underline{u}\). Then both equations are satisfied, \(\underline{\sigma} = \underline{\sigma} + r \in L^2(\Omega)^n\), and \(\underline{u} = \underline{u} + \text{ div } A_2^T r \in L^2(\Omega)\), completing the proof of the surjectivity of \(\bar{B}\).

To show surjectivity of \(\bar{B}'\), given \((f, g) \in L^2(\Omega)^n \times L^2(\Omega)\), consider the problem of finding \((\tau, v) \in H(\text{div } A_2^T; \Omega) \times H^1_0(\Omega)\) such that

\[
\tau + A_2^T \nabla v = f, \quad \text{div } A_2^T \tau - \text{div } v b + cu = g.
\]

Since bounded invertibility of the mapping guaranteed by (3.3) implies bounded invertibility of the adjoint mapping, we may define \(v\) as the solution in \(H^1_0(\Omega)\) of

\[
\int_{\Omega} A \nabla v \cdot \nabla \tilde{v} + v b \cdot \nabla \tilde{v} + cu \tilde{v} = \int_{\Omega} g \tilde{v} + A_2^T f \cdot \nabla \tilde{v} \quad (\tilde{v} \in H^1_0(\Omega)),
\]
and take $\mathbf{r} = \mathbf{f} - \mathbf{A}_0^\top \nabla v \in L_2(\Omega)^n$. From $\int_{\Omega} -\mathbf{A}_2^\top \mathbf{r} \cdot \nabla \tilde{v} = \int_{\Omega} (-\mathbf{A}_2^\top \mathbf{f} + \mathbf{A} \nabla v) \cdot \nabla \tilde{v} = \int_{\Omega} -\mathbf{v} \cdot \nabla \tilde{v} - cv \tilde{v} + g \tilde{v} - \int_{\Omega} (\nabla v - g)$, we find that $\text{div} \mathbf{A}_2^\top \mathbf{r} = \text{div} \mathbf{v} \mathbf{b} - cv - g \in L_2(\Omega)$, which with the proof is completed.

Well-posedness of the mixed variational formulation (3.5), thus for $\Gamma_+$ being the outflow boundary (or more generally, for any $\Gamma_+ \subset \partial \Omega$ with $|\Gamma_+| > 0$), is established next.

**Theorem 3.6.** For the operator $B$ defined by

\[ (B(\mathbf{r}, u, \theta))(\mathbf{r}, v) := (\tilde{B}(\mathbf{r}, u))(\mathbf{r}, v) + \int_{\partial \Omega \setminus \Gamma_+} \mu \theta \mathbf{v}, \]

it holds that $B \in \mathcal{L}(L_2(\Omega)^n \times L_2(\Omega) \times H_0^1(\partial \Omega \setminus \Gamma_+))$, $H(\text{div} \mathbf{A}_2^\top; \Omega) \times H_0^1(\partial \Omega \setminus \Gamma_+)$ is boundedly invertible.

**Proof.** Recall that for a normed linear space $H$, and a closed subspace $M$, the quotient space $H/M$ is equipped with $\|v\|_{H/M} = \inf \{\|v - w\|_H : w \in M\}$, being a closed subspace of $H$, we have $(H/M)' \cong M^\circ$.

The trace mapping $v \mapsto v|_{\partial \Omega \setminus \Gamma_+}$ is in $\mathcal{L}(H^1_0(\partial \Omega \setminus \Gamma_+))$, with kernel being equal to $H^1_0(\Omega \setminus \Gamma_+)$. As a mapping on $H^1_0(\partial \Omega \setminus \Gamma_+)/H^1_0(\Omega)$, this trace is injective, and its range equipped with the norm on $H^1_0(\partial \Omega \setminus \Gamma_+)/H^1_0(\Omega)$ is known as $H^1_0(\partial \Omega \setminus \Gamma_+)$.

Since $\tilde{B}$ from Lemma 3.5 is also bounded as a mapping from $L_2(\Omega)^n \times L_2(\Omega)$ to $H(\text{div} \mathbf{A}_2^\top; \Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+)$, boundedness of $B$ follows from $H^1_0(\partial \Omega \setminus \Gamma_+)$ being densely embedded in $L_2(\partial \Omega \setminus \Gamma_+)$. To show that it is boundedly invertible, given $(f, g) \in H(\text{div} \mathbf{A}_2^\top; \Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+)$$'$, consider the unique $(\mathbf{r}, u) \in L_2(\Omega)^n \times L_2(\Omega)$ such that $\tilde{B}(\mathbf{r}, u)(\mathbf{r}, v) = (f(\mathbf{r}), g(v))$ for all $(\mathbf{r}, v) \in H(\text{div} \mathbf{A}_2^\top; \Omega) \times H^1_0(\Omega)$. The difference $(\tilde{B}(\mathbf{r}, u) - \mathbf{0})_2 - g \in H^1_0(\partial \Omega \setminus \Gamma_+)^\prime$ vanishes on $H^1_0(\partial \Omega \setminus \Gamma_+)$, i.e., it is an element of the annihilator $\{h \in H^1_0(\partial \Omega \setminus \Gamma_+) : h(H^1_0(\partial \Omega \setminus \Gamma_+)) = \{0\}\}$ of $(H^1_0(\partial \Omega \setminus \Gamma_+)/H^1_0(\Omega))^\prime$. We conclude that there exists a unique $\theta \in H^1_0(\partial \Omega \setminus \Gamma_+)$ such that

\[ B(\mathbf{r}, u, \theta)(\mathbf{r}, v) = (f(\mathbf{r}), g(v)) \quad (\mathbf{r} \in H(\text{div} \mathbf{A}_2^\top; \Omega), v \in H^1_0(\partial \Omega \setminus \Gamma_+)). \]

This completes the proof of $B$ being invertible, and thus, by the open mapping theorem, of having a bounded inverse.

Let a family of closed trial spaces

\[ U^h \subset U := L_2(\Omega)^n \times L_2(\Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+)^\prime \]

be selected, with corresponding sufficiently large test search spaces

\[ V^h = V^h_1 \times V^h_2 \subset V := H(\text{div} \mathbf{A}_2^\top; \Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+), \]

and let $V$ be equipped with the optimal test norm $\|B^\prime \cdot \|_{U^h}$. Then the Petrov-Galerkin discretizations with projected optimal test spaces of (3.5) will yield nearest approximations to $(\mathbf{r}, u, \theta)$ from the trial spaces in the norm on $U$, assuming that the infimum over the family of $\gamma^h$ defined in (2.4) is strictly positive.

Besides the issue of how to guarantee the latter, in view of

\[ B^\prime(\mathbf{r}, v) = (\mathbf{r} + \mathbf{A}_0^\top \nabla v, \text{div} \mathbf{A}_2^\top \mathbf{r} - \text{div} \mathbf{v} \mathbf{b} + cv, \mu v|_{\partial \Omega \setminus \Gamma_+}), \]

...
and \( U' = L_2(\Omega)^n \times L_2(\Omega) \times H^{\frac{1}{2}}(\partial \Omega \setminus \Gamma_+) \), we have to discuss the replacement of the norm on \( H^{\frac{1}{2}}(\partial \Omega \setminus \Gamma_+) \) by a computable one that is (uniformly) equivalent on the subspace \( V^2_0|_{\partial \Omega \setminus \Gamma_+} \).

Using \( \Sigma \) as a shorthand notation for \( \partial \Omega \setminus \Gamma_+ \), an option that is not so attractive is to use that for \( z \in H^{\frac{1}{2}}_0(\Sigma) \), \( \| z \|_{H^{\frac{1}{2}}_0(\Sigma)} \approx \int_{\Sigma} (Wz)(s)|z(s)|ds \), where \( W \) is the hypersingular integral operator.

Using that \( H^{\frac{1}{2}}_0(\Sigma) \approx [L_2(\Sigma), H^1_0(\Sigma)]^{\frac{1}{2}} \), see [LM72, pp. 64-66 & 98-99], another option is to construct a (wavelet) Riesz basis for \( H^{\frac{1}{2}}_0(\Sigma) \). Then \( \| z \|_{H^{\frac{1}{2}}_0(\Sigma)} \approx \| z \|_{\ell^2} \)

uniformly in \( z \in H^{\frac{1}{2}}_0(\Sigma) \), where \( z \) is the coefficient vector of \( z \) w.r.t. the basis. Since it cannot be expected that \( z \in V^2_0|_{\Sigma} \) is given as a linear combination of these wavelets, it is preferable that the corresponding dual wavelets are locally supported, so that the coefficient vector \( z \) can be computed in linear complexity. For \( \Sigma \) being a two- (or one-) dimensional manifold, a suitable continuous piecewise linear finite element wavelet basis has been constructed in [CES00].

If one prefers to avoid the use of wavelets, then one cannot resort to the BPX “preconditioner” ([Xu92]). The union over all levels of the, properly scaled, nodal basis functions give rise to frames for Sobolev spaces with positive smoothness indices only, whereas here a frame for \( H^{\frac{1}{2}}_0(\Sigma)^{\prime} \) is needed. An attractive alternative is to apply the optimal multi-level “preconditioner” from [BPV00], that involves an efficient computation of an approximately orthogonal multi-level decomposition.

In our experiments, we will consider \( \Omega = (0, 1)^2 \), and \( \emptyset \subseteq \Gamma_+ \subseteq \partial \Omega \), and so \( \Sigma = \partial \Omega \setminus \Gamma_+ \), will be a connected union of sides of \( \Omega \). The space \( Z^h := V^2_0|_{\Sigma} \) will be a space of continuous piecewise cubics, zero at \( \partial \Sigma \), w.r.t. a uniform mesh with mesh-size \( h \), which is constructed by dyadic refinements.

It is well known, see e.g. [Cao97], that the hierarchical basis for the space \( \tilde{Z}_h \) of continuous piecewise linears w.r.t. this mesh, zero at \( \partial \Sigma \), is nearly stable in \( H^{\frac{1}{2}}_0(\Sigma) \). Indeed, denoting this basis as \( \Phi^h \), formally viewed as a column vector, one has \( \| c^T \Phi^h \|_{H^{\frac{1}{2}}_0(\Sigma)}^2 \lesssim \| c \|_{\ell^2}^2 \lesssim |\log h|^2 \| c^T \Phi^h \|_{H^{\frac{1}{2}}_0(\Sigma)}^2 \). Since for the linear interpolant \( I^h \in \mathcal{L}(Z^h, \tilde{Z}^h) \), it holds that \( \| (I - I^h)z^h \|_{H^{\frac{1}{2}}_0(\Sigma)} \lesssim h^{-\frac{1}{2}} \| (I - I^h)z^h \|_{L_2(\Sigma)} \lesssim \| z^h \|_{H^{\frac{1}{2}}_0(\Sigma)}^{\frac{1}{2}} \), one infers that the extension of \( \Phi^h \) by a uniformly \( L_2(\Omega) \)-stable basis for \( \text{ran}(I - I^h) \), scaled by a factor \( h^{-\frac{1}{2}} \), yields a basis for \( Z^h \) with qualitatively the same properties as that of \( \Phi^h \). That is, its condition number w.r.t. \( \| \cdot \|_{H^{\frac{1}{2}}_0(\Sigma)}^{\frac{1}{2}} \) is proportional to \( |\log h|^2 \).

For any \( z^h \in Z^h \), we will replace \( \| z^h \|_{H^{\frac{1}{2}}_0(\Sigma)}^{\frac{1}{2}} \) by the \( \ell^2 \)-norm of its representation w.r.t. this basis. We envisage that the fact that the latter norm is thus not truly equivalent to the norm on \( H^{\frac{1}{2}}_0(\Sigma) \) has only a marginal effect on the numerical results.

Alternatively, with some small additional effort, one could also apply a “coarse-grid” correction to the hierarchical basis to yield the fully stable basis constructed in [CES00].

3.3. Convection dominated convection-diffusion equation. For \( \varepsilon > 0, b \in L_\infty(\Omega)^n \) with \( \text{div} b \in L_\infty(\Omega) \), and \( c \in L_\infty(\Omega) \), we consider the boundary value
problem

\[ \begin{cases} \varepsilon \Delta u + b \cdot \nabla u + cu = f & \text{on } \Omega, \\ u = g & \text{on } \partial \Omega, \end{cases} \]

that is, \((3.2)\) with \(A = \varepsilon I\).

We consider the mixed formulation \((3.5)\) with \(A_1 = A_2 = \sqrt{\varepsilon} I\) and \(\mu = \sqrt{\varepsilon}\), i.e., the ultra-weak variational problem of finding \((\sigma, u, \theta) \in U = L_2(\Omega)^n \times L_2(\Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+)')\), such that

\[ \begin{cases} \int_\Omega \sigma \cdot \tau + \sqrt{\varepsilon} u \div \tau = \int_\Omega \sqrt{\varepsilon} g \tau \cdot n, \\ \int_\Omega \sqrt{\varepsilon} \sigma \cdot \nabla v - u \div v b + c uv + \int_{\partial \Omega \setminus \Gamma_+} \sqrt{\varepsilon} \theta v = \int_\Omega f v - \int_{\Gamma_-} g v b \cdot n, \end{cases} \]

\((\tau, v) \in V = H(\div; \Omega) \times H^1_0(\partial \Omega \setminus \Gamma_+)')\).

We equip \(V\) with (squared) optimal test norm, that reads, for \((\tau, v) \in V\), as

\[ \|\tau + \sqrt{\varepsilon} \nabla v\|^2_{L_2(\Omega)^n} + \|\sqrt{\varepsilon} \div \tau - \div (b v + c uv)\|^2_{L_2(\Omega)} + \|\sqrt{\varepsilon} \theta v\|^2_{H^1_0(\partial \Omega \setminus \Gamma_+)'} \]

where, as explained in the previous subsection, we will replace the evaluation of the last norm applied to a finite element function by a (nearly) equivalent expression.

Although at the continuous level, we have introduced \(\theta\) as an additional unknown, cf. Remark 3.4, below we will eliminate it at the discrete level as an independent function. The reason for doing this is that as an independent function, it would be undetermined for \(\varepsilon = 0\), meaning that the discrete system would be singular.

One may wonder why \(\theta\) has been introduced at all, cf. Remark 3.4. The reason is that its introduction induced the enlargement of the test space with functions that do not vanish at \(\partial \Omega \setminus \Gamma_+\), test functions which are needed for the well-posedness of the limiting transport problem.

**Proposition 3.7.** For \(f \in L_2(\Omega)\), and with \((\sigma, u, \theta)\) being the solution of \((3.7)\), for \(\Sigma^h \subset H(\div; \Omega)\) it holds that

\[ \inf_{\sigma^h \in \Sigma^h} \|\sigma \cdot \theta - (\sigma^h, -\sigma^h|_{\partial \Omega \setminus \Gamma_+} \cdot n)\|_{L_2(\Omega)^n \times H^1_0(\partial \Omega \setminus \Gamma_+')} \lesssim \inf_{\sigma^h \in \Sigma^h} \|\sigma - \sigma^h\|_{H(\div; \Omega)}. \]

*Proof.\* From \(f \in L_2(\Omega)\), we know that \(\theta = -\sigma|_{\partial \Omega \setminus \Gamma_+} \cdot n\) (see Remark 3.3). Now the result follows from \(\sigma \mapsto -\sigma|_{\partial \Omega \setminus \Gamma_+} \cdot n \in \mathcal{L}(H(\div; \Omega), H^1_0(\partial \Omega \setminus \Gamma_+)')\) ([BS13, Lemma 3.3]). \(\square\)

In view of Proposition 3.7, for \(P^h \subset L_2(\Omega)\) and \(\Sigma^h \subset H(\div; \Omega)\) we take

\[ U^h = \{ (\sigma^h, u^h, -\sigma^h|_{\partial \Omega \setminus \Gamma_+} \cdot n) : \sigma^h \in \Sigma^h, u^h \in P^h \}. \]

Since \(V\) has been equipped with the optimal test norm, the Petrov-Galerkin discretization with the optimal test space delivers the best approximation to \((\sigma, u, \theta)\) from this trial space \(U^h\). An application of Proposition 2.3 shows that the Petrov-Galerkin solution \((\tilde{\sigma}^h, \tilde{u}^h, \tilde{\theta}^h)\) with the application of a projected optimal test space
satisfies
\[
\| \sigma - \sigma^h \|^2_{L^2(\Omega)^n} + \| u - u^h \|^2_{L^2(\Omega)} + \| \theta - \theta^h \|^2_{H^0(\partial \Omega; \Gamma_+)} \\
\leq (\gamma^h)^{-2} \inf_{(\sigma^h, u^h; \theta^h) \in U^h} \| \sigma - \sigma^h \|^2_{L^2(\Omega)^n} + \| u - u^h \|^2_{L^2(\Omega)} + \| \theta - \theta^h \|^2_{H^0(\partial \Omega; \Gamma_+)} \\
\lesssim (\gamma^h)^{-2} \inf_{\sigma^h \in \Sigma^h, u^h \in P_h} \| \sigma - \sigma^h \|^2_{H(\text{div}; \Omega)} + \| u - u^h \|^2_{L^2(\Omega)},
\]
by Proposition 3.7.

Remark 3.8. In view of the fact that the error in \( u \) is measured in \( L^2(\Omega) \)-norm, it is not very pleasant that the error in \( \sigma \), being a multiple of \( \nabla u \), now is measured in a norm that is even stronger than that on \( L^2(\Omega)^n \), cf. the discussion in [BS13]. Fortunately, on the other hand it is advantageous that \( \sigma = \sqrt{\varepsilon} \nabla u \), so with a factor \( \sqrt{\varepsilon} \) that vanishes for \( \varepsilon \downarrow 0 \).

For \( \varepsilon \) small we cannot expect much from the approximation of \( \sigma^h \) to \( \nabla u = \sigma \). Indeed, even assuming \((\gamma^h)^{-1}\) being uniformly bounded, one term in the above upper bound for \( \| \sigma^h - \sigma \|_{L^2(\Omega)^n} \) reads as \( \inf_{u^h \in P_h} \frac{1}{\sqrt{\varepsilon}} \| u - u^h \|_{L^2(\Omega)} \). Because for \( \varepsilon = 0 \) membership of \( \nabla u \) in \( L^2(\Omega)^n \) is not guaranteed, note that any numerical approximation scheme of \( \nabla u \) in \( L^2(\Omega)^n \) is doomed to degenerate for \( \varepsilon \downarrow 0 \).

Fixing \( U^h \) and a test search space \( V^h \), generally the inf-sup constant \( \gamma^h \) depends on \( \varepsilon \). If the discrete system is singular for \( \varepsilon = 0 \), as with the common formulations, then necessarily \( \lim_{\varepsilon \downarrow 0} \gamma^h(\varepsilon) = 0 \). Typically, the truly optimal test functions develop boundary layers for \( \varepsilon \downarrow 0 \), and so are increasingly more difficult to approximate.

With the variational formulation (3.7), the Petrov-Galerkin discretization with trial space \( U^h \) from (3.9) and test search space
\[
V^h = V_1^h \times V_2^h \subset V
\]
reads, for \( \varepsilon = 0 \), as the Petrov-Galerkin discretization, with trial space \( \Sigma^h \times P_h \) and test search space \( V^h \), of the decoupled system of finding \((\sigma, u) \in L^2(\Omega)^n \times L^2(\Omega)\) such that
\[
\left\{ \begin{aligned}
\int_{\Omega} \sigma \cdot \tau &= 0 \quad (\tau \in L^2(\Omega)^n), \\
\int_{\Omega} u(cv - \text{div} \, v \mathbf{b}) = \int_{\Omega} f v - \int_{\Gamma_-} g v \mathbf{b} \cdot \mathbf{n} \quad (v \in H_{0,\Gamma_+}(\mathbf{b}; \Omega)),
\end{aligned} \right.
\]
with \( L^2(\Omega)^n \times H_{0,\Gamma_+}(\mathbf{b}; \Omega) \) equipped with the optimal (squared) test norm \( \| \tau \|^2_{L^2(\Omega)^n} + \| cv - \text{div} \, v \mathbf{b} \|^2_{L^2(\Omega)} \). To see this, consider the saddle-point formulation (2.8) of the Petrov-Galerkin discretization, and substitute \( \varepsilon = 0 \) in (3.7) and (3.8).

Although useless, the first equation in (3.11) is well-posed, and the second equation is the well-posed formulation (3.1) of the limiting transport problem. When \( V_1^h \supseteq \Sigma^h \) and \( V_2^h \subset H_{0,\Gamma_+}(\Omega) \subset H_{0,\Gamma_+}(\mathbf{b}; \Omega) \) be sufficiently large in relation to \( P_h \), the Petrov-Galerkin discretization for \( \varepsilon = 0 \) will yield a near-best approximation from \( U^h \) to the solution \( u \) of the transport problem in the \( L^2(\Omega) \)-norm.

We conclude that in any case a necessary condition has been fulfilled such that our Petrov-Galerkin discretization with trial space \( U^h \) from (3.9), and a sufficiently large, but \( \varepsilon \)-independent choice of the test search space \( V^h \), yields a near-best
approximation to \((\sigma, u, \theta)\) from \(U^h\) in the norm on \(U\) uniformly in \(\varepsilon \in [0, M]\), for some arbitrary constant \(M > 0\).

The numerical results presented in the next section seem to suggest that such near-best approximations are found.

**Remark 3.9.** Continuing the discussion in Remark 3.4 and in the lines preceding Proposition 3.7, well-posedness of the Petrov-Galerkin discretisation for \(\varepsilon = 0\) would not hold with the obvious variant of (3.7), where \(v\) runs over \(H^1_0(\Omega)\), and the function \(\theta\) does not appear. For small \(\varepsilon\), numerical results with that formulation are incomparably worse.

Similarly important are the factorisation of \(A = \varepsilon I\) into two factors \(A_1\) and \(A_2\) that both vanish for \(\varepsilon = 0\), the selection of \(\mu\) dependent of \(\varepsilon\) such that it vanishes for \(\varepsilon = 0\), and the choice of \(\theta^h\) as a function of \(\sigma^h\).

**4. Numerical results**

We have tested the Petrov-Galerkin discretization with projected optimal test space of the ultra-weak mixed formulation (3.7) of the convection-diffusion problem for \(\Omega = (0,1)^2\), \(c = 0\) and \(g = 0\). We equipped the test space \(V = H(\text{div}; \Omega) \times H_0^1(\Omega)\) with the (squared) optimal test norm (3.8) –where we approximated the arising \(H^2_0(\partial \Omega \setminus \Gamma_+)\)-norm in the way as explained at the end of Subsect. 3.2–, and considered trial spaces of the form (3.9). We used the formulation of the Petrov-Galerkin system as the saddle-point problem (2.8), and solved this system directly using the built-in \text{matlab} solver. In doing so, we did not encounter any instabilities due to ill-conditioning.

**Remark 4.1.** By equipping \(V\) with the optimal test norm, the bilinear form \(b: U \times V \to \mathbb{R}\) is bounded with constant equal to 1. Obviously, \((\cdot, \cdot)_V\) is bounded and coercive on \(V \times V\) with constants equal to 1. So if \(\gamma^h > 0\) uniformly in \(h\) and \(\varepsilon\), then (2.8) defines a uniformly boundedly invertible linear mapping \(V^h \times U^h \to (V^h \times U^h)'\). An optimal iterative solution method for (2.8) would now require uniformly stable bases for \(U^h \subset U\) and \(V^h \subset V\), or, equivalently, optimal preconditioners for resulting mass matrices.

For \(\Sigma^h\) and \(P^h\), we took the Raviart-Thomas space \(\text{RT}_1^h\) and the space of discontinuous piecewise linears, both w.r.t. the partition \(\Omega^h\), being the uniform partition of \(\Omega\) into isosceles right-angled triangles with legs of length \(h = 2^{-\ell}\) \((\ell \in \mathbb{N}_0)\) and hypotenuses parallel to the vector \([1 1]^T\).

For the test search space components \(V^h_1\) and \(V^h_2\) (cf. (3.10)), we took the Raviart-Thomas space \(\text{RT}_1/h/2\) and the space of continuous piecewise cubics, zero at \(\Gamma_+\), both w.r.t. the refined partition \(\Omega_{h/2}\). Smaller test search spaces give less accurate results, whereas the improvements with larger spaces are marginal.

Although for our convenience, so far we only performed numerical experiments with uniform meshes, for completeness we emphasise that the application of our Petrov-Galerkin method is not restricted to such meshes.

**Example 4.2.** We took \(b = [2 1]^T\), and right-hand side \(f\) such that the exact solution is
\[
(4.1) \quad u(x, y) = [x + (e^{b_1 x/\varepsilon} - 1)/(1 - e^{b_1/\varepsilon})] \cdot [y + (e^{b_2 y/\varepsilon} - 1)/(1 - e^{b_2/\varepsilon})],
\]
which has typical boundary layers at the top and right outflow boundaries. Comparisons of the solutions obtained by our Petrov-Galerkin discretisation and those
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Figure 1. Approximate solution for Example 4.2, $\varepsilon = 10^{-2}$ and $h = 1/16$ with our Petrov-Galerkin method (left) and SUPG (right).

Figure 2. Approximate solution for Example 4.2, $\varepsilon = 10^{-6}$ and $h = 1/16$ with our Petrov-Galerkin method (left) and SUPG (right).

with the streamline upwind diffusion Petrov-Galerkin method (SUPG) (see [BH82]) are given in Figures 1 and 2. As recommended in a preprint version of [ES10], for the SUPG method we took as stabilisation parameter $\alpha = \max(\varepsilon h|\mathbf{b}| - 2\varepsilon, 0)/|\mathbf{b}|^2$, which turned out to give the best results.

In Figure 3, the $L_2(\Omega)$-errors in the computed $u_h$ by our Petrov-Galerkin method are compared to those in the $L_2(\Omega)$-orthogonal projection of the exact solution onto the trial space $P^h$. It turns out that they are very close. Consequently, the plots of the approximate solution obtained by our Petrov-Galerkin method cannot be distinguished from those of the $L_2(\Omega)$-orthogonal projection of the exact solution onto the trial space. This holds also true in the other examples where we know the exact solution.

For any $h \gtrapprox \varepsilon$, the difference of $u$ and its $L_2(\Omega)$-best approximation is $\approx 1$ in the boundary layer of width $\approx \varepsilon$. This causes an $L_2(\Omega)$-error of order $\sqrt{\varepsilon}$, so essentially independent of $h \gtrapprox \varepsilon$. Only after having resolved the layer, i.e., for $h \lesssim \varepsilon$ in case of uniform meshes, one may expect a quadrupling of the accuracy when halving the mesh size.
In both this and the next example, a numerically stable computation of the $L_2(\Omega)$-orthogonal projection onto the trial space $P^h$ and the norm of its error turned out to be rather troublesome for $\varepsilon = 10^{-6}$. After having solved this, the squared norm of the error in the Petrov-Galerkin solution was computed as the sum of the squared norm of the error between the exact solution and its projection, and the squared norm of the difference between the projection and the Petrov-Galerkin solution.

Example 4.3. Following the example in [DH13, Sect. 3.1], we took $b = [1 \ 0]^{\top}$, and right-hand side $f$ such that the exact solution is

$$u(x, y) = \left(\frac{e^{r_1(x-1)} - e^{r_2(x-1)}}{e^{-r_1} - e^{-r_2}} + x - 1\right) \sin \pi y,$$

where $r_{1,2} = -\frac{1 \pm \sqrt{1 + 4 \varepsilon^2 \pi^2}}{2\varepsilon}$. We compared $u^h$ obtained by our Petrov-Galerkin method to the approximation to $u$ produced by SUPG, the $L_2(\Omega)$-orthogonal projection of $u$ onto $P^h$, and the approximation to $u$ produced by the method by Demkowicz & Heuer in [DH13].

The latter method is a Petrov-Galerkin method with a projected optimal test space for an ultra-weak formulation of the mixed system (3.4), that is obtained by an element-wise partial integration of both equations w.r.t. the finite element partition $\Omega^h$. Consequently, the test space is the product of spaces of “broken” $H(\text{div})$- and $H^1$-functions. Apart from the trial functions $\sigma^h$ and $u^h$, and the test functions $\tau^h$ and $v^h$, by this procedure two additional trial functions $\hat{u}^h$ and $\hat{\sigma}_n^h$ are introduced that have the mesh skeleton as their domain.

For the method from [DH13], as trial and test search spaces we took discontinuous piecewise linears for $u^h$ and $\sigma^h$, and discontinuous cubics for $\tau^h$ and $v^h$. As trial space for $\hat{u}^h$, we took the restriction to the skeleton of the continuous piecewise quadratics that vanish at $\partial\Omega$. As trial space for $\hat{\sigma}_n^h$, we took discontinuous piecewise linears on all edges. We equipped the test space with the weighted test norm $\|(v, \tau)\|_{V,2}$ as was recommended for this example.

Approximate solutions produced by our Petrov-Galerkin method and that from [DH13] are illustrated in Figure 4.
In Figure 5, the $L_2((0,1)^2)$-errors in the computed approximations to $u$ are compared. The $L_2(\Omega)$-norm of the error in $u^h$ obtained by our Petrov-Galerkin method is very close to that in the $L_2(\Omega)$-orthogonal projection of the solution $u$ onto the space of discontinuous piecewise linears.

**Example 4.4** (internal layer, not aligned with the mesh). In this example, $b = [2 \ 1]^\top$, $f(x,y) = \begin{cases} 1-x & y > x/2 + 1/4, \\ 0 & y < x/2 + 1/4, \end{cases}$ so for $\varepsilon = 0$, the solution is given by $u(x,y) = \begin{cases} x/2 - x^2/4 & y > x/2 + 1/4, \\ 0 & y < x/2 + 1/4. \end{cases}$

In Figure 6, for $\varepsilon = 0$ the element-wise $L_2$-error in $u^h$ obtained by our Petrov-Galerkin discretisation is compared to that in the $L_2(\Omega)$-orthogonal projection of the solution $u$ onto the space of discontinuous piecewise linears.

Solutions for $\varepsilon = 10^{-6}$ and $h = 1/16$ obtained by our Petrov-Galerkin discretisation and with SUPG are illustrated in Figure 7.

**Example 4.5** (two internal layers, aligned with the mesh). In this example, $b = [1 \ 1]^\top$, $f(x,y) = \begin{cases} 1-x & y > x - 1/4, \\ 0 & y < x - 1/4, \end{cases}$ and so for $\varepsilon = 0$, the solution is given by $u(x,y) = \begin{cases} -1/2 x^2 + x & y > x, \\ 1/2 y^2 - xy + y & x + 1/4 < y < x, \\ 0 & y < x + 1/4, \end{cases}$ meaning that it is discontinuous at $y = x - \frac{1}{4}$, and continuous at $x = y$ but with a normal derivative that has a jump at this curve.

Approximate solutions for $h = 1/16$ and $\varepsilon = 10^{-4}$ or $\varepsilon = 0$ obtained by our Petrov-Galerkin discretisation are illustrated in Figure 8.

5. Conclusion

We studied an ultra-weak variational formulation of the convection-diffusion equation $\begin{cases} -\varepsilon \Delta u + b \cdot \nabla u = f & \text{on } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases}$ in mixed form. It was shown to define a boundedly invertible operator between spaces $U$ and $V'$, where $U$ is essentially the product of the space $L_2(\Omega)$ for $u$, being the variable of our main interest, and
Figure 5. $L_2$-error vs. $1/h$ in $u^h$ from Example 4.3 computed by our Petrov-Galerkin method (top left), by the method of Demkowicz & Heuer (top right), by SUPG (bottom left), and in the $L_2(\Omega)$-orthogonal projection of the solution $u$ onto the space of discontinuous piecewise linears (bottom right). For both the SUPG and the method of Demkowicz & Heuer, the curves for $\varepsilon = 10^{-4}$ and $\varepsilon = 10^{-6}$ coincide as the upper curves in these figures.

Figure 6. The element-wise $L_2$-error for $\varepsilon = 0$ and $h = 1/16$ in $u^h$ for Example 4.4 obtained by our Petrov-Galerkin discretisation, and that in the $L_2(\Omega)$-orthogonal projection of the solution $u$ onto the space of discontinuous piecewise linears.
For the auxiliary variable \( \sigma := \sqrt{\epsilon} \nabla u \). Equipping \( V \) with the optimal test norm, given \( U^h \subset U \) the Petrov-Galerkin discretisation with optimal test space \( V^h \) yields the best approximation to the solution from \( U^h \) in the norm on \( U \). We arrived at an implementable method by replacing this \( V^h \) by its \( V \)-orthogonal projection onto an \( \epsilon \)-independent choice of a test search space, that has a dimension that is proportional to that of \( U^h \). The numerical approximations for \( u \) turn out to be very close to the \( L_2(\Omega) \)-best approximations from \( U^h \), uniformly in \( \epsilon \geq 0 \). Our Petrov-Galerkin discretization requires solving a saddle-point system of a size that is a (moderate) multiple of the the dimension of the trial space, and so it is more costly to implement than a classical method as SUPG. For small \( \epsilon \), the much more accurate results justify the additional cost.
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