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In [DS99c], finite element wavelets were constructed on polygonal domains or
Lipschitz manifolds that are piecewise parametrized by mappings with constant Jacobian
determinants. The wavelets could be arranged to have any desired order of cancellation
properties, and they generated stable bases for the Sobolev spaces Hs for |s| < 3


2
(or


|s| ≤ 1 on manifolds). Unfortunately, it appears that the quantitative properties of these
wavelets are rather disappointing. In this paper, we modify the construction from [DS99c]
to obtain finite element wavelets which are much better conditioned.


1. Introduction


The use of wavelets bases for solving operator equations, as partial differential equations
and (boundary) integral equations, has a number of advantages. Firstly, when apply-
ing suitable wavelets, stiffness matrices resulting from Galerkin discretizations are well-
conditioned uniformly in their sizes, allowing for efficient iterative solutions. Secondly,
when the wavelets have cancellation properties of sufficiently high order, stiffness matrices
of integral operators can be compressed to truly sparse matrices without reducing the con-
vergence rate, resulting in a method of optimal computational complexity (cf. [Sch98]).
Thirdly, adaptive wavelet methods can be applied that convergence with the rate of best
N -term approximations from the wavelet basis for the underlying Sobolev space, in lin-
ear complexity ([CDD01, CDD02]) For an overview of wavelets and their applications in
numerical analysis, see [Dah97, Coh03].


A bottleneck for the applications of wavelets to solving operator equations is their con-
struction on general domains or manifolds on which these equations are formulated. Tra-
ditionally, wavelets are constructed in a shift- and scale invariant setting using Fourier
techniques, yielding wavelet bases on IRn or on tori, cf. [Dau92, CDF92].


The construction of biorthogonal wavelets on the interval in [DKU99] (see also [CQ92,
CDV93]), as well as the Fourier-free theoretical framework in [Dah96, CDP96], opened a
way to construct wavelets on general domains or manifolds using domain decomposition
techniques. The domain or manifold under consideration is thought as a disjoint union of
patches, each of them being some parametric image of the n-cube. On the n-cube, wavelets
are easily constructed from the wavelets on the interval by tensor products. Roughly
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speaking, the technique now consists of lifting the wavelets on the n-cube to the patches,
after which they are ‘glued’ over the interfaces, see e.g. [DS99a]. For related approaches,
see [DS99b, CTU99, CTU00, CM00, KS06, HS06]. A common property of these approaches
is that they all yield tensor product-based wavelets.


An alternative construction of wavelets on polygonal domains was proposed in [Ste98,
DS99c]. Here, the idea is to construct wavelet bases for standard Lagrange finite element
spaces. A price to be paid for the flexibility of this approach is that the dual wavelets
are globally supported. However, this is not a drawback for solving operator equations,
since the dual wavelets do not enter the algorithms. A modified construction was pro-
posed in [Ste03] yielding locally supported dual wavelets, and so allowing finite element
wavelets to be used also in other applications. Unfortunately, it appears that the quanti-
tative properties of the wavelets constructed in [DS99c] are rather disappointing. In this
paper, we modify the construction from [DS99c] to obtain finite element wavelets which are
much better conditioned. Although we restrict ourselves to the construction of wavelets
on polygonal domains, the same technique applies to the construction of wavelets on Lip-
schitz manifolds that are piecewise parametrized by mappings having constant Jacobian
determinants. Adaptations of the construction required for handling more general domains
or manifolds are discussed in [Ste07]. Other finite element wavelets on domains have been
presented in, e.g., [KO95, FQ00, CES00].


The outline of this paper is as follows: In the rest of this section, we specify our notations.
In Section 2, we develop a theoretical framework which identifies in which way the available
freedom in the construction can be used to optimize the condition numbers of the wavelet
bases. In Section 3, we apply this framework to obtain concrete realizations of finite
element wavelets. The resulting wavelet bases turn out to be very well conditioned, and
in comparison to the original construction, their condition numbers are up to a factor
thousand smaller as confirmed by numerical results in Section 4. Coefficients of wavelets
obtained with our construction are collected in the appendix.


We begin with some basic notations and definitions which will be used throughout this
paper. First of all, to make the notations not unnecessarily complicated, we will drop
references to the underlying domain or index sets whenever there is no risk of confusion,
i.e., we will write L2 for L2(Ω) etc. In order to avoid repeated use of generic but unspecified
constants, by C . D we mean that C can be bounded by a multiple of D, independently
of parameters on which C and D may depend. Obviously, C & D means D . C, and
C h D means C . D and C & D.


For s ≥ 0, Hs will denote a Sobolev space on Ω, possibly incorporating (essential)
boundary conditions, where Ω is an n-dimensional domain. For s < 0, H s will be the dual
of H−s, i.e., Hs = (H−s)′, and (H0)′ = H0 = L2, i.e., L2 is chosen to be the pivot space.
This choice allows us to use the notation 〈f, x〉L2 both for f , x ∈ L2 as well as for f ∈ H−s,
x ∈ Hs, meaning either f(x) if s ≥ 0 or x(f) if s < 0. Further, 〈·, ·〉Hs and ‖ · ‖Hs will
denote the inner product and the (induced) norm on Hs, respectively, whereas ‖ · ‖Hs→Ht


will denote the (induced) operator norm on the space of bounded linear operators from H s


to H t. Unless stated otherwise, 〈·, ·〉 and ‖ · ‖ will denote some canonical inner product
and norm, e.g., the Euclidean inner product, the spectral norm, the L2-norm, etc..
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We will adopt the following compact notations from the literature (cf. [Dah97]). For
Σ being a countable collection of functions in some separable Hilbert space H, equipped
with some inner product 〈·, ·〉H and norm ‖ · ‖H, we will formally identify Σ with a column
vector (of functions in H). For c = (cσ)σ∈Σ being a column vector of scalars, cTΣ will
denote the formal series


∑


σ∈Σ cσσ; and likewise for C = (cτ,σ)τ,σ∈Σ being a matrix, CΣ
will denote the collection (


∑


σ∈Σ cτ,σσ)τ∈Σ, again viewed as a column vector.
A collection Σ is called a Riesz system (in H) if


‖cTΣ‖H h ‖c‖ (c ∈ l2(Σ)),


where l2(Σ) :=
{


c = (cσ)σ∈Σ : ‖c‖ = ‖c‖l2(Σ) :=
(
∑


σ∈Σ c
2
σ


)
1
2 < ∞


}


. For such a system,
we let


ΛΣ = Λ‖·‖H ,Σ := sup
c∈l2(Σ)


‖cTΣ‖2
H


‖c‖2
and λΣ = λ‖·‖H ,Σ := inf


c∈l2(Σ)


‖cTΣ‖2
H


‖c‖2
,


and we define its condition number κΣ by


κΣ = κ‖·‖H ,Σ =
ΛΣ


λΣ


.


In addition, if such a system is a basis for H then it is called a Riesz basis. Given a
sequence of Riesz systems (Σl)l, Σl are said to be uniform Riesz systems if supl ΛΣl


< ∞
and inf l λΣl


> 0.
As a generalization, let (Wl)l be a sequence of subspaces of H, now generally more than


one dimensional, such that


‖
∑


l


wl‖2
H h


∑


l


‖wl‖2
H (wl ∈ Wl).


The condition number κ(Wl)l
of (Wl)l, sometimes called the condition number of the de-


composition of the sum
∑


lWl into its components, denoted as κ(Wl)l
or as κ‖·‖H ,(Wl)l


in
case confusion is possible, is defined by


κ(Wl)l
= κ‖·‖H ,(Wl)l


=


sup
{(wl)l:wl∈Wl}


‖
∑


l wl‖2
H


∑


l ‖wl‖2
H


inf
{(wl)l:wl∈Wl}


‖∑l wl‖2
H


∑


l ‖wl‖2
H


.


With Ψl being some uniform Riesz bases for Wl, from above definitions one may verify
that


(1.1)
inf
l
λΨl


sup
l


ΛΨl


κ(Wl)l
≤ κ∪lΨl


≤
sup
l


ΛΨl


inf
l
λΨl


κ(Wl)l


(cf. [Ngu05, §2.1]).
For Σ and Σ̃ being two countable collections of functions in H−s and Hs, respectively,


〈Σ, Σ̃〉L2 will denote the matrix (〈σ, σ̃〉L2)σ∈Σ,σ̃∈Σ̃, and so, for A and Ã being two matrices


of appropriate dimensions, 〈AΣ, ÃΣ̃〉L2 = A〈Σ, Σ̃〉L2ÃT .
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2. General construction principles


Based on the theory in [DS99c], in this section we develop a theoretical framework which
identifies in which way the available freedom in the wavelet construction can be used to
optimize the condition numbers of the wavelet bases.


2.1. Biorthogonal space decompositions and wavelets. We begin with recalling
a general principle for the construction of biorthogonal wavelets, that, properly scaled,
generate Riesz bases for a range of Sobolev spaces, which starts with the construction of
biorthogonal space decompositions.


Theorem 2.1 (biorthogonal space decompositions, [DS99c]). Consider the following two
multiresolution analyses


V0 ⊂ V1 ⊂ · · · ⊂ L2, with closL2(∪j≥0Vj) = L2


Ṽ0 ⊂ Ṽ1 ⊂ · · · ⊂ L2, with closL2(∪j≥0Ṽj) = L2.


Suppose that


(Q) ∃ uniformly bounded projectors, called biorthogonal projectors, Qj : L2 → L2 such
that


ImQj = Vj, Im(I −Qj) = Ṽ
⊥


L2


j ,


or equivalently for their L2-adjoints


ImQ∗
j = Ṽj, Im(I −Q∗


j) = V
⊥


L2


j .


(J) both sequences satisfy Jackson estimates with parameters d > 0, d̃ > 0 uniformly in
j, i.e.,


inf
vj∈Vj


‖v − vj‖L2 . 2−jd‖v‖Hd (v ∈ Hd),


inf
ṽj∈Ṽj


‖v − ṽj‖L2 . 2−jd̃‖v‖
H d̃ (v ∈ H d̃).


(B) both sequences satisfy Bernstein estimates with parameters 0 < γ < d, 0 < γ̃ < d̃


uniformly in j, i.e., for every s ∈ [0, γ) and s̃ ∈ [0, γ̃), it holds that


‖vj‖Hs . 2js‖vj‖L2 (vj ∈ Vj),


‖ṽj‖H s̃ . 2js̃‖ṽj‖L2 (ṽj ∈ Ṽj).


Then, for every s ∈ (−d̃, γ) and t ∈ (−γ̃, d), with Q−1 := 0,


(R1)





























‖
∞
∑


j=−1


wj‖2
Hs .


∞
∑


j=−1


4js‖wj‖2
L2 (wj ∈ Im(Qj+1 −Qj))


∑∞
j=−1 4jt‖(Qj+1 −Qj)u‖2


L2 . ‖u‖2
Ht (u ∈ H t).
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For every s ∈ (−γ̃, γ), the mappings (wj)j 7→
∑∞


j=−1 wj and u 7→ ((Qj+1 − Qj)u)j, which


are bounded in the sense of (R1), are each others inverse. Thus, for every s ∈ (−γ̃, γ),


(R2) ‖u‖2
Hs h


∞
∑


j=−1


4js‖(Qj+1 −Qj)u‖2
L2 (u ∈ Hs).


Analogous results (R1∗) and (R2∗) are valid at the dual side, i.e., with interchanged


roles of (Qj, d, γ) and (Q∗
j , d̃, γ̃). The decompositions L2 = ⊕j≥−1Im(Qj+1 − Qj) and


L2 = ⊕j≥−1Im(Q∗
j+1 −Q∗


j) are called biorthogonal space decompositions.


As a direct consequence of Theorem 2.1, we obtain:


Corollary 2.2. For j ≥ −1 and Jj being some index set, let


Ψj = {ψj,x : x ∈ Jj},
whose elements are called wavelets, be uniform L2-Riesz bases for the detail spaces


Vj+1 ∩ Ṽ ⊥
L2


j = Im(Qj+1 −Qj),


where Q−1 = 0 as before and Ṽ−1 := {0}. Then, for s ∈ (−γ̃, γ), the collection


∞
⋃


j=−1


2−jsΨj


is a Riesz basis for Hs.


In the following, we will construct a pair of multiresolution analyses (Vj)j and (Ṽj)j
satisfying all assumptions mentioned above as well as uniformly local bases Ψj for the


detail spaces Vj+1 ∩ Ṽ ⊥
L2


j . The verification of Jackson and Bernstein estimates can follow


standard lines, and it is usually not a problem to equip V0 with an L2-Riesz basis. Therefore,
we will focus on the existence of the biorthogonal projectors Qj and on the construction of
the Ψj for j ≥ 0.


2.2. Projectors and angles between spaces. In this subsection, we derive an upper


bound for the L2-condition number of a wavelet basis Ψj for Vj+1∩ Ṽ ⊥
L2


j in terms of angles


between several spaces and the L2-condition number of some auxiliary Riesz system in
Vj+1. We start with a lemma (for its proof, see [Ste03]):


Lemma 2.3 (Lemma 2.1, [Ste03]). For some Ω ⊂ IRn, let V̆ and Ṽ be closed subspaces of
L2 = L2(Ω) equipped with inner product 〈·, ·〉 = 〈·, ·〉L2 and norm ‖ · ‖ = ‖ · ‖L2 .


(a) The following statements are equivalent:


(i) There exist Riesz bases Σ̆ and Σ̃ for V̆ and Ṽ such that M := 〈Σ̆, Σ̃〉 is bound-
edly invertible. A sufficient condition is that <M := 1


2
(M + M∗) > 0.
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(ii)


inf
06=ṽ∈Ṽ


sup
06=v̆∈V̆


|〈ṽ, v̆〉|
‖ṽ‖‖v̆‖ > 0


and


inf
06=v̆∈V̆


sup
06=ṽ∈Ṽ


|〈ṽ, v̆〉|
‖ṽ‖‖v̆‖ > 0.


(iii) There exists a (unique) bounded projector P : L2 → L2 with ImP = V̆ and


Im(I − P ) = Ṽ ⊥, i.e., a biorthogonal projector. Moreover, P|
Ṽ


is invertible.


(iv) To any Riesz basis for Ṽ there corresponds a unique dual collection in V̆ .


Moreover, this collection is a Riesz basis for V̆ .
If any of (i)–(iv) is valid, then


Px = 〈x, Σ̃〉〈Σ̆, Σ̃〉−1Σ̆ (x ∈ L2).


(b) Let any of the equivalent conditions (i)-(iv) from (a) be satisfied. Let X, W̌ be


subspaces of L2 such that X = W̌ + V̆ and


cos ∠(W̌ , V̆ ) := sup
06=ξ∈W̌ ,06=v̆∈V̆


|〈ξ, v̆〉|
‖ξ‖‖v̆‖ < 1.


Then (I − P )|W̌ : W̌ → X ∩ Ṽ ⊥ is boundedly invertible, see Figure 1.
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(I − P )|
W̌


X ∩ Ṽ ⊥


Figure 1. Illustration for Lemma 2.3(b). L2 and X are represented by IR3


and the plane x = 0, respectively. Ṽ is contained in the plane z = 0.


Remark 2.4. If, in Lemma 2.3,


• the pair (V̆ , Ṽ ) and the two spaces X and W̌ are replaced by a sequence of pairs of


closed subspaces (V̆j, Ṽj)j and two sequences (Xj)j and (W̌j)j, respectively, and
• all conditions are replaced by corresponding conditions that hold uniformly in j,
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then the results of Lemma 2.3 should be interpreted to hold uniformly in j.


In the remainder of this section, we will apply Lemma 2.3, or precisely Remark 2.4,
with Xj = Vj+1. Then Part (a) of Lemma 2.3, with V̆j = Vj, will be used to to verify the
existence of the uniformly bounded biorthogonal projectors Qj, and both parts of Lemma


2.3, with a generally different choice for V̆j, will be used to construct wavelet bases for the


detail spaces Vj+1 ∩ Ṽ ⊥
L2


j . For the special case that V̆j = Vj in Part (b), in the literature


the spaces W̌j are known as initial stable completions ([CDP96]).
Aiming at improving the condition numbers of the wavelet bases from [DS99c], in the


following proposition we study the statements of Lemma 2.3 quantitatively:


Proposition 2.5. In the situation of Lemma 2.3, let


δ := inf
06=v̆∈V̆


sup
06=ṽ∈Ṽ


|〈v̆, ṽ〉|
‖v̆‖‖ṽ‖ and ε := cos ∠(W̌ , V̆ ),


then


‖P‖L2→L2 = δ−1 and ‖((I − P )|W̌ )−1‖L2→L2 ≤ (1 − ε)−
1
2 .


Proof: On one hand, since ImP = V̆ and Im(I − P ) = Ṽ ⊥, for x ∈ L2 we have


‖Px‖ ≤ 1


δ
sup


06=ṽ∈Ṽ


|〈Px, ṽ〉|
‖ṽ‖ =


1


δ
sup


06=ṽ∈Ṽ


|〈x, ṽ〉|
‖ṽ‖ ≤ 1


δ
‖x‖.


On the other hand, since for any v̆ ∈ V̆ , ∃ !ũ ∈ Ṽ such that P ũ = v̆, we have


inf
06=v̆∈V̆


sup
06=ṽ∈Ṽ


|〈v̆, ṽ〉|
‖v̆‖‖ṽ‖ = inf


06=ũ∈Ṽ
sup


06=ṽ∈Ṽ


|〈P ũ, ṽ〉|
‖P ũ‖‖ṽ‖ = inf


06=ũ∈Ṽ
sup


06=ṽ∈Ṽ


|〈ũ, ṽ〉|
‖P ũ‖‖ṽ‖ = inf


06=ũ∈Ṽ


‖ũ‖
‖P ũ‖ ,


so that


δ = inf
06=ũ∈Ṽ


‖ũ‖
‖P ũ‖ =


(


sup
06=ũ∈Ṽ


‖P ũ‖
‖ũ‖


)−1


≥
(


sup
06=x∈L2


‖Px‖
‖x‖


)−1


= ‖P‖−1
L2→L2.


Further, since for any ψ ∈ X ∩ Ṽ ⊥, ∃ !ξ ∈ W̌ such that ψ = (I − P )ξ, we have


‖ψ‖2 = ‖ξ‖2 + ‖Pξ‖2 − 2〈ξ, P ξ〉
≥ ‖ξ‖2 + ‖Pξ‖2 − ε(‖ξ‖2 + ‖Pξ‖2)
≥ (1 − ε)‖ξ‖2


= (1 − ε)‖((I − P )|W̌ )−1ψ‖2.


�


As a consequence of Lemma 2.3 and Proposition 2.5, we obtain


Corollary 2.6. Let (Vj)j and (Ṽj)j be two sequences of closed subspaces of L2. Suppose
that


(A1) Φ̃j is an uniform Riesz basis for Ṽj, and


(A2) Θj ∪ Ξj is an uniform Riesz basis for Vj+1 with 〈Θj, Φ̃j〉 = Id.
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Then


(2.1) Ψj := Ξj − 〈Ξj, Φ̃j〉Θj,


whose elements are called (biorthogonal) wavelets, is an uniform Riesz basis for the space


Vj+1 ∩ Ṽ ⊥
j with


(2.2) κΨj
≤


(1 + δ−1
j )


(1 − εj)
1
2


κΞj
,


where


δj := inf
06=zj∈span Θj


sup
06=ṽj∈Ṽj


|〈zj, ṽj〉|
‖zj‖‖ṽj‖


> 0


and
εj := cos ∠(span Θj, span Ξj) < 1.


Proof: We are going to apply Lemma 2.3, or precisely Remark 2.4, with V̆j := span Θj,
W̌j := span Ξj and Xj := Vj+1 as follows: Note that, per definition, Θj is an uniform Riesz


basis for V̆j. Further, since 〈Θj, Φ̃j〉 = Id , (V̆j, Ṽj) satisfies the condition (i) in Lemma
2.3(a) uniformly in j. Hence, δj > 0 and there exist (unique) uniformly bounded projector


Pj with ImPj = V̆j and Im(I − Pj) = Ṽ ⊥
j .


In addition, since Θj ∪ Ξj is an uniform Riesz basis for Vj+1, Vj+1 = W̌j + V̆j and


εj < 1 uniformly in j. Hence, by Lemma 2.3(b), (I−Pj)|W̌j
: W̌j → Vj+1∩ Ṽ ⊥


j is uniformly


boundedly invertible. This implies that the (I−Pj)|W̌j
map uniform Riesz bases to uniform


Riesz bases, i.e.,


(2.3) Ψj := (I − Pj)Ξj


is an uniform Riesz basis for the space Vj+1 ∩ Ṽ ⊥
j . Since


Pjx = 〈x, Φ̃j〉〈Θj, Φ̃j〉−1Θj = 〈x, Φ̃j〉Θj,


the wavelet formula (2.3) is equivalent to (2.1). Finally, by using the wavelet formula (2.3),
we infer that, for all cj ∈ l2(Ψj) = l2(Ξj),


‖((I − Pj)|W̌j
)−1‖−1


L2→L2‖cTj Ξj‖ ≤ ‖cTj Ψj‖ ≤ ‖(I − Pj)|W̌j
‖L2→L2‖cTj Ξj‖,


and so, by using Proposition 2.5, we obtain


κΨj
≤


(1 + δ−1
j )


(1 − εj)
1
2


κΞj
,


which concludes the proof. �


Remark 2.7. Note that the wavelet basis Ψj constructed above depends on Vj+1, Ṽj, V̆j
and Ξj, but, as follows from (2.3), not on the choice of the bases Θj and Φ̃j for V̆j and Ṽj,
respectively.
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Thus, in order to have uniform L2-Riesz bases for Vj+1∩ Ṽ ⊥
L2


j , the above corollary shows


that it is sufficient to construct L2-Riesz bases Φ̃j for Ṽj and Θj ∪ Ξj for Vj+1 such that


〈Θj, Φ̃j〉L2 = Id . In this paper, we will consider Vj and Ṽj to be Lagrange finite element
spaces with respect to a common triangulation. By adopting finite element techniques, this
allows us to reduce the construction of such collections Φ̃j, Θj and Ξj of global functions
on the underlying domain to a construction of corresponding collections of local functions
on a single reference element. Furthermore, we will derive an upper bound for the right
hand side of (2.2) in terms of similar local quantities which, in particular, are independent
of j.


2.3. Reduction to a reference element. Our reference element will be the following
closed n-simplex:


T = {λ ∈ IRn+1 :


n+1
∑


i=1


λi = 1, λi ≥ 0}.


We fix a refinement of T into 2n congruent subsimplices T 1, · · · ,T 2n , each of them deter-
mined by some ordered set of vertices.


For any closed n-simplex T , let λT (x) ∈ T denote the barycentric coordinates of x ∈ T


with respect to the set of vertices of T equipped with some ordering. The above dyadic
refinement of T induces such a refinement of T into 2n congruent subsimplices (λ−1


T ◦λ−1
T k


◦
λT )(T ), 1 ≤ k ≤ 2n, see Figure 2 for an illustration.


PSfrag replacements


λT


λ−1
T k


λ−1
T


T T


T k


Figure 2. The induced dyadic refinement (n = 2).


Further, let τ0 be a fixed collection of closed n-simplices, or elements, such that ∪T∈τ0T
is a partition, also referred to as triangulation or mesh, of the closure of some open domain
Ω ⊂ IRn. We assume that the triangulation is conforming, i.e., the intersection of any two
elements is either empty or a common face. Here with a face of T , we mean any closed
n′-simplex spanned by n′ + 1 vertices of T , where 0 ≤ n′ < n. Starting from τ0, we obtain
an infinite sequence of collections of simplices (τj)j≥0 by defining τj+1 as the collection of
all simplices that arise by applying above refinement to all simplices from τj. So for any
j, ∪T∈τjT is a triangulation of Ω generated by a j-times repeated dyadic refinement of the
initial triangulation ∪T∈τ0T . To avoid some technical complications, we will always assume
that n ≤ 3, meaning that automatically all these triangulations are conforming.


In the rest of this section, we will merely consider collections of continuous functions
Σ = {σλ : λ ∈ I} on T with some index set I = IΣ ⊂ T that satisfy
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(V) σλ vanishes on any face that does not include λ,
(S) π(I) = I and σλ = σπ(λ) ◦ π for any permutation π : IRn+1 → IRn+1,
(I) For e = T , or for e being any face of T , {σλ|e : λ ∈ I ∩ e} is independent.


Note that (I) in particular implies that Σ is a collection of independent functions, so that
Σ is an L2-Riesz basis for its span.


Such collections of local functions can be used to assemble collections of global functions
in a way known from finite element methods: For j ≥ 0 and with


(2.4) IΣj
:= {x ∈ Ω : λT (x) ∈ I for some T ∈ τj},


we define the collection Σj = {σj,x : x ∈ IΣj
} of functions on Ω by


(2.5) σj,x(y) =


{


µ(x; τj)σλT (x)(λT (y)) if x, y ∈ T ∈ τj
0 otherwise


with the scaling factor µ(x; τj) :=
(
∑


{T∈τj :T3x}
vol(T )
vol(T )


)− 1
2 . Note that, the continuity of


σλ and the assumptions (V), (S) and (I) show that Σj are collections of well-defined,
continuous and independent functions on Ω. An illustration of this assembling process is
given in Figure 3.
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Figure 3. The nodal basis of the Lagrange finite element space of order
3 contains two types of basis functions. In this figure the assembling is
illustrated of the bubble functions associated to the midpoints from functions
of a basis Σ for P2(T) that satisfies (V), (S) and (I).


We collect some results that will be used in our analysis (see [Ngu05, §3.2] for a proof):


Lemma 2.8. Let Σ and Σ̃ be two collections of ‘local’ functions (on T ) both satisfying


(V), (S) and (I). Let Σj and Σ̃j denote the corresponding collections of ‘global’ functions
(on Ω). Then:


(i) The collections Σj are uniform L2-Riesz systems. In particular, λL2(Ω),Σj
≥ λL2(T ),Σ


and ΛL2(Ω),Σj
≤ ΛL2(T ),Σ, and so


κL2(Ω),Σj
≤ κL2(T ),Σ.


(ii) If 〈Σ, Σ̃〉L2(T ) = Id, then 〈Σj, Σ̃j〉L2(Ω) = Id.
(iii) Suppose that IΣ = I


Σ̃
. Then


<〈Σ, Σ̃〉L2(T ) ≥ λ< =⇒ <〈Σj, Σ̃j〉L2(Ω) ≥ λ<.
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(iv) cos ∠L2(Ω)(span Σj, span Σ̃j) ≤ cos ∠L2(T )(spanΣ, span Σ̃).


(v) Suppose 〈Σ, Σ̃〉L2(T ) = Id. Let


δj := inf
06=uj∈span Σj


sup
06=ũj∈span Σ̃j


|〈uj, ũj〉L2(Ω)|
‖uj‖L2(Ω)‖ũj‖L2(Ω)


and


δ := inf
06=u∈span Σ


sup
06=ũ∈span Σ̃


|〈u, ũ〉L2(T )|
‖u‖L2(T )‖ũ‖L2(T )


.


Then


δj ≥ δκ
− 1


2
Σ


.


2.4. Definition of primal and dual spaces. In the following, for ď, p̌ ∈ IN0 and T


being any closed n-simplex, Pď,p̌(T ) will denote the space of continuous piecewise polyno-


mials on T of degree ď with respect to a p̌-times repeated dyadic refinement of T . With I `
being the principal lattice of order ` defined by


I` = {λ ∈ T : `λi ∈ IN0},
it is well-known that


dim(Pď,p̌(T )) = card(I ď2p̌).


Now, in view of the requirement d̃+ 2r > d when dealing with integral equations where
r might be negative (cf. [Sch98] and [Ngu05, §5.4]), we like to construct pairs of Ṽj and Vj
satisfying Jackson estimates with general parameters d̃ ≥ d, respectively. Further, as one
can readily verify (e.g., by using the equivalences stated in Lemma 2.3), dim(Ṽj) = dim(Vj)
is a necessary condition for the existence of the uniformly bounded projectors Qj : L2 → L2


with ImQj = Vj and Im(I −Qj) = Ṽ
⊥


L2


j . In view of these considerations, we define (Vj)j
and (Ṽj)j by


(2.6) Vj = {v ∈ C(Ω) : v|T ∈ Pd−1,p(T ) , T ∈ τj}
and


(2.7) Ṽj = {ṽ ∈ C(Ω) : ṽ|T ∈ Pd̃−1,0(T ) , T ∈ τj},


where we restrict ourselves to d̃ and d such that


(2.8) (d− 1)2p = d̃− 1 for some p ∈ IN 0.


Since
dim(Pd̃−1,0(T )) = dim(Pd−1,p(T )),


we indeed have dim(Ṽj) = dim(Vj).


With this choice of (Vj)j and (Ṽj)j, it is obvious that Vj ⊂ Vj+1 and Ṽj ⊂ Ṽj+1. Further,


it is well-known that (Vj)j and (Ṽj)j satisfy the Jackson estimates with parameters d and


d̃ as well as the Bernstein estimates with parameters γ = γ̃ = 3
2


(see e.g., [Osw94, Dah97,
Ste03]). In the remainder of this subsection, we will show how to verify the existence
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of the uniformly bounded biorthogonal projectors Qj : L2 → L2 with ImQj = Vj and


Im(I −Qj) = Ṽ
⊥


L2


j , being the remaining assumption made in Theorem 2.1.


To this end, let Φ = {ψλ : λ ∈ IΨ} and Φ̃ = {ψ̃λ : λ ∈ I
Ψ̃
} be two collections of


continuous functions on T satisfying (V), (S) and (I) with


IΦ = I
Φ̃


= I d̃−1,


(2.9) spanΦ = Pd−1,p(T ),


and


(2.10) span Φ̃ = Pd̃−1,0(T ).


Note that, with


Ij := IΦj
= IΦ̃j


being the global index set corresponding to I d̃−1 defined according to (2.4), it is well-known
that


card(Ij) = dim(Vj),


so that card(Φj) = card(Ij) = dim(Vj). Thus, since Φj ⊂ Vj and the elements of Φj are
independent functions, Φj is a basis for Vj. What is more, by Lemma 2.8(i), the Φj are


uniform L2-Riesz bases for Vj. Analogously, with Φ̃j being the collection of global functions


corresponding to Φ̃, the Φ̃j are uniform L2-Riesz bases for Ṽj.


Proposition 2.9. Consider Vj, Ṽj, Φ and Φ̃ given above. If


(2.11) <〈Φ, Φ̃〉L2(T ) > 0,


then there exist uniformly bounded biorthogonal projectors Qj : L2 → L2 with ImQj = Vj


and Im(I −Qj) = Ṽ
⊥


L2


j .


Proof: As mentioned before, the collections of global functions Φj and Φ̃j given above


are uniform L2-Riesz bases for Vj and Ṽj, respectively. From part (a) of Lemma 2.3, or


precisely Remark 2.4, with (V̆j, Ṽj, H) = (Vj, Ṽj, L
2(Ω)), we learn that the existence of


such Qj is then proven if the <〈Φj, Φ̃j〉L2 are uniformly positive definite. The latter simply
follows from our assumption and Lemma 2.8(iii). �


We apply the above proposition as follows. Consider the following nodal collections: For
ď, p̌ ∈ IN0, let


(2.12) ∆(ď,p̌) = {δ(ď,p̌)
λ : λ ∈ I ď2p̌} ⊂ Pď,p̌(T )


be defined by


δ
(ď,p̌)
λ (µ) :=


{


1 λ = µ,


0 λ 6= µ ∈ I ď2p̌.
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Then ∆(ď,p̌) satisfies (V), (S) and (I) and spans Pď,p̌(T ). In all concrete realizations in the


next section (Section 3), we have verified the positive definiteness of <〈∆(d−1,p),∆(d̃−1,0)〉L2(T ),
with which the existence of the uniformly bounded projectors Qj mentioned above is ver-
ified.


2.5. A wavelet basis and a bound for its condition number. With the spaces
Vj and Ṽj and the collections Φ̃ and Φ̃j defined above, in this subsection we will show how


to construct uniform L2-Riesz basis Θj ∪ Ξj for Vj+1 such that 〈Θj, Φ̃j〉L2 = Id . For the
resulting wavelets basis Ψj constructed accordingly to Corollary 2.6, we derive an upper
bound for κΨj


involving local quantities only, which will guide us to make suitable choices
in the wavelet realization described in the next section.


Let Θ and Ξ be two collections of continuous functions on T both satisfying (V), (S)
and (I) with


IΘ = I
Φ̃


= I d̃−1 and IΞ = I2(d̃−1) \ I d̃−1,


such that


(2.13) span {Θ ∪ Ξ} = Pd−1,p+1(T )


and


(2.14) 〈Θ, Φ̃〉L2(T ) = Id.


Note that the collection Θ ∪ Ξ satisfies (V), (S) and, by (2.13), also (I). Further, by
construction it holds that Θj ∪ Ξj ⊂ Vj+1 and card(IΘj∪Ξj


) = card(Ij+1) = dim(Vj+1), and
so, since the elements of Θj ∪ Ξj are independent functions, Θj ∪ Ξj is a basis for Vj+1.
What is more, by Lemma 2.8(i), the Θj ∪ Ξj are uniform L2-Riesz bases for Vj+1.


Proposition 2.10. Consider Vj, Ṽj, Φ̃, Θ, Ξ, Φ̃j, Θj and Ξj as given above. Let


δ := inf
06=z∈spanΘ


sup
06=ṽ∈span Φ̃


|〈z, ṽ〉L2(T )|
‖z‖L2(T )‖ṽ‖L2(T )


,


ε := cos ∠L2(T )(spanΘ, span Ξ).


Then


(2.15) Ψj := Ξj − 〈Ξj, Φ̃j〉L2(Ω)Θj


is an uniform L2-Riesz basis for Vj+1 ∩ Ṽ
⊥


L2(Ω)


j , and


(2.16) κL2(Ω),Ψj
≤


1 + δ−1κ
1
2


L2(T ),Φ̃


(1 − ε)
1
2


κL2(T ),Ξ.


Proof: As mentioned before, the collections of global functions Φ̃j and Θj ∪ Ξj given


above are uniform L2-Riesz bases for Ṽj and Vj+1, respectively. Further, by Lemma 2.8(ii),


the biorthogonality between Θ and Φ̃ in (2.14) implies the biorthogonality between Θj


and Φ̃j, i.e., 〈Θj, Φ̃j〉L2(Ω) = Id .
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Thus, the two assumptions (A1) and (A2) made in Corollary 2.6 are satisfied. With


δj := inf
06=zj∈span Θj


sup
06=ṽj∈Ṽj


|〈zj, ṽj〉L2(Ω)|
‖zj‖L2(Ω)‖ṽj‖L2(Ω)


> 0


and


εj := cos ∠L2(Ω)(span Θj, spanΞj) < 1,


it follows from Corollary 2.6 that


κL2(Ω),Ψj
≤


(1 + δ−1
j )


(1 − εj)
1
2


κL2(Ω),Ξj
.


In addition, we learn from Lemma 2.8(i), (iv) and (v) that κL2(Ω),Ξj
≤ κL2(T ),Ξ, εj ≤ ε


and δj ≥ δκ
− 1


2
Σ


, hence


κL2(Ω),Ψj
≤


1 + δ−1κ
1
2


L2(T ),Φ̃


(1 − ε)
1
2


κL2(T ),Ξ,


which concludes the proof. �


Note that, by construction, Ψj = {ψj,x : x ∈ IΨj
} where IΨj


= IΞj
= Ij+1 \ Ij. Further,


given Ω equipped with some initial triangulation τ0, and d and d̃, the multiresolution
analyses (Vj)j and (Ṽj)j are now uniquely determined. In the next section, dealing with
concrete realizations, we will employ the remaining freedom in the wavelet construction
to minimize the right hand side of (2.16). We conclude this section by collecting some
attractive properties of our locally supported biorthogonal wavelets:
Riesz bases properties: From Subsection 2.4, we learn that the sequences of primal and
dual spaces (Vj)j and (Ṽj)j satisfy the Jackson estimates with parameters d and d̃ as well
as the Bernstein estimates with parameters γ = γ̃ = 3


2
, respectively. As mentioned at the


end of Subsect. 2.4 we have verified the existence of the uniformly bounded biorthogonal
projectors Qj in various concrete cases. Hence, in such cases, Theorem 2.1 and Corollary
2.2 guarantee that, for s ∈ (− 3


2
, 3


2
), the collection ∪∞


j=−12
−jsΨj is a Riesz basis for Hs.


Cancellation properties: In addition, since ψj,x ⊥L2 Ṽj and diam(suppψj,x) . 2−j, the


wavelets ψj,x have the so-called cancellation property of order d̃, meaning that, for any
p ∈ [1,∞] and all smooth functions f on Ω, we have (cf. [Ste03, Ste04])


|〈f, ψj,x〉L2| . 2−(d̃+n
2
−n


p
)j|f |


W d̃
p (suppψj,x).


Remark 2.11. As mentioned in [Ste03], with ∂ΩD being either ∂Ω or a part of it consisting
of the union of some (n−1) dimensional faces of T ∈ τ0, homogeneous Dirichlet conditions
on ∂ΩD can simply be incorporated in our construction as follows: For x being on ∂ΩD,
the corresponding φ̃j,x, θj,x and ξj,x are excluded from Φ̃j, Θj and Ξj. The resulting spaces


Vj, Ṽj are the standard Lagrange finite element spaces in which these boundary conditions
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are incorporated, and the two resulting multiresolution analyses (Vj)j, (Ṽj)j satisfy all as-


sumptions made in Theorem 2.1 with the same parameters d, γ, d̃ and γ̃ as in the case of
‘full’ spaces, where now the ‘full’ spaces H s = Hs(Ω) should be replaced by


Hs :=


{


Hs
0,∂ΩD


(Ω) if s ∈ [0, 1]
H1


0,∂ΩD
(Ω) ∩Hs(Ω) if s > 1


and Hs := (H−s)′ if s < 0. Hence, the resulting Ψj are uniform L2-Riesz bases for the


resulting Vj+1 ∩ Ṽ
⊥


L2(Ω)


j and ∪∞
j=−12


−jsΨj are Riesz bases for Hs for the same range of s
as in the case of ‘full’ spaces.


Note, however, that because of the boundary conditions imposed at the dual side, those
ψj,x having supports that extend to some T ∈ τj with a non-empty intersection with ∂ΩD,
generally do not have any cancellation properties.


3. Concrete realizations


In this section, we will drop the subscript L2 where possible, i.e., we will write 〈·, ·〉
for 〈·, ·〉L2 etc.. Further, for A and Ã being subspaces of L2, PA(·) will denote the L2-


orthogonal projection from L2 onto A and PAÃ := {PAf̃ : f̃ ∈ Ã} ⊂ A. Analogously, for
Σ being a collection of L2 functions, PAΣ := {PAσ : σ ∈ Σ}.


First, recall Proposition 2.10 from the previous section: Let Φ̃, Θ and Ξ be three
collections of continuous functions on T with index sets I


Φ̃
= IΘ = I d̃−1 and IΞ =


I2(d̃−1) \ I d̃−1, satisfying (V), (S) and (I) such that


• span Φ̃ = Pd̃−1,0(T ), and


• span {Θ ∪ Ξ} = Pd−1,p+1(T ) with 〈Θ, Φ̃〉 = I.


Then, with Φ̃j, Θj and Ξj being the corresponding collections of global functions on Ω


assembled according to (2.5) and Ψj = Ξj−〈Ξj, Φ̃j〉L2(Ω)Θj being the wavelet bases for the
detail spaces, we have


(3.1) κΨj
≤


1 + δ−1κ
1
2


Φ̃


(1 − ε)
1
2


κΞ,


with δ and ε being defined in Proposition 2.10, i.e., δ = inf06=z∈span Θ cos ∠L2(T )(z, spanΞ)
and ε = cos ∠L2(T )(spanΘ, spanΞ).


In this section, we will construct Φ̃, Θ and Ξ for several concrete values of (n, d, d̃). It


turns out that, except for d = d̃ = 2, we have some freedom in the construction of Φ̃, Θ


and Ξ. In [DS99c] this freedom has been used to minimize the number of non-zero entries


in 〈Ξ, Φ̃〉L2(T ), and with that to minimize the supports of the resulting wavelets. Guided


by the upper bound (3.1), we will use this freedom to construct Φ̃, Θ and Ξ such that


• δ is large
• ε, κ


Φ̃
and κΞ are small.
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In our realization below, we will simultaneously construct Φ̃ and Θ aiming at making δ


large and κ
Φ̃


small. After that, we will construct Ξ aiming at making both ε and κΞ small.


3.1. The case (d, d̃) = (2, 2). One may verify that, for n ∈ {1, 2, 3}, the only possible


choice of Φ̃, Θ and Ξ, up to an irrelevant scaling, is the one given in [DS99c]:


Φ̃ = ∆(1,0),


θλ =
1


vol(T )
2(n+1)(n+ 1)


(


δ
(1,1)
λ − 2−(n+1)δ


(1,0)
λ


)


(λ ∈ I1)


and


ξλ = δ
(1,1)
λ (λ ∈ I2 \ I1).


The collections Φ̃, Θ and Ξ for n = 2 are illustrated in Figure 4.
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Figure 4. φ̃ ∈ Φ̃ (left), θ ∈ Θ (middle) and ξ ∈ Ξ (right) ({•} = I1,


{×} = I2 \ I1), (n, d, d̃) = (2, 2, 2)
.


3.2. The case (n, d, d̃) = (1, 2, 3). In order to easily formulate the conditions (V)


and (S), we have used I d̃−1 = I2 and I2(d̃−1) = I4 as index sets for Φ̃ and Θ ∪ Ξ,


respectively. Yet, to view Φ̃, Θ and Ξ as vectors, the index sets {1, 2, · · · , card I2} and
{1, 2, · · · , card I4} would be more appropriate. Therefore, we fix a numbering of I2 and
I4 as in Figure 5, so that we can switch between these numbers and the corresponding
barycentric coordinates at our convenience. Further, ∆(1,2) and ∆(2,0), with their elements
being indexed according to the given numbering, are illustrated in Figure 6.


• × • × •
(1, 0) (3


4
, 1


4
) (1


2
, 1


2
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4
, 3


4
) (0, 1)


1 4 3 5 2


Figure 5. Numbering of I2 and I4 (• ∈ I2, × ∈ I4 \ I2), (n, d, d̃) = (1, 2, 3).


In the realization below, the following aspects will be taken into account: It must hold
that 〈Θ, Φ̃〉 = I with Θ and Φ̃ satisfying (S), (I) and (V). The last condition implies for
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Figure 6. ∆(1,2) and ∆(2,0), (n, d, d̃) = (1, 2, 3).


example that θ3 and φ̃1 must be elements of span {δ(1,2)
i }i=3,4,5 and span {δ(2,0)


i }i=1,3, re-
spectively. In addition, any remaining freedom will be used to ‘optimize’ the four quantities
δ, ε, κ


Φ̃
and κΞ. First, we construct the pair (Φ̃,Θ):


Step 1: In view of (V), the only possible choice for φ̃3 is φ̃3 = δ
(2,0)
3 . In order to make δ


large, we let A3 := span {δ(1,2)
i }i=3,4,5 and take


θ3 =
1


〈PA3φ̃3, φ̃3〉
PA3φ̃3.


Note that 〈φ̃3, θ3〉 = 1.
Step 2: Next, we take


φ̃1 = δ
(2,0)
1 − 〈δ(2,0)


1 , θ3〉φ̃3.


φ̃2 is obtained from φ̃1 by permuting the barycentric coordinates. It holds in
addition that 〈φ̃1, θ3〉 = 〈φ̃2, θ3〉 = 0.


Step 3: With the above Φ̃, again in order to make δ large, we let A1 := (span {φ̃i}i=2,3)
⊥∩


span {δ(1,2)
i }i=1,3,4,5 and take


θ1 =
1


〈PA1φ̃1, φ̃1〉
PA1φ̃1.


θ2 is obtained from θ1 by permuting the barycentric coordinates.


By evaluating the above expressions, we find the coefficients of Φ̃ and Θ with respect to
∆(2,0) and ∆(1,2) respectively. These coefficients are collected in the appendix. Next, we
use Θ to construct Ξ:


Step 4: In order to make ε small, we take


spanΞ = PA3((spanΘ)⊥ ∩ P1,2(T ))


with A3 being defined in step 1.
Step 5: In order to minimize κΞ, we are going to find an orthonormal basis for spanΞ as


follows: Let Θ⊥ be a basis for (spanΘ)⊥ ∩ P1,2(T ) satisfying (S), then a basis Ξ(0)


for spanΞ satisfying (S) is given by


Ξ(0) =


(


ξ
(0)
4


ξ
(0)
5


)


= PA3Θ
⊥.
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Now we take
Ξ = 〈Ξ(0),Ξ(0)〉− 1


2 Ξ(0),


then Ξ is an orthonormal basis for spanΞ satisfying all three conditions (V), (S)
and (I). Further, it holds that span {Θ ∪Ξ} = P1,2(T ). The coefficients of Ξ with
respect to ∆(1,2) are collected in the appendix.


3.3. The case (n, d, d̃) = (2, 2, 3). In this case, we number the index sets I d̃−1 = I2


and I2(d̃−1) = I4 as in Figure 7, and switch between these numbers and the corresponding
barycentric coordinates at our convenience.
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Figure 7. Numbering of I2 and I4 (• ∈ I2, × ∈ I4 \ I2), (n, d, d̃) = (2, 2, 3)


The realization below is carried out analogously to the one in the previous case:


Step 1: In view of (V), the only possible choice for φ̃i for i = 4, 5, 6 is φ̃i = δ
(2,0)
i . Also


in view of (V), span {φ̃i}i=1,4,5 has to be equal to span {δ(2,0)
i }i=1,4,5. We let A6 :=


(span {δ(2,0)
i }i=1,4,5)


⊥ ∩ span {δ(1,2)
i }i=6,11,12,13,14,15 and in order to make δ large, we


take


θ6 =
1


〈PA6φ̃6, φ̃6〉
PA6φ̃6.


Note that 〈φ̃4, θ6〉 = 〈φ̃5, θ6〉 = 0 whereas 〈φ̃6, θ6〉 = 1. θ4 and θ5 are obtained
from θ6 by permuting the barycentric coordinates.


Step 2: Next, we take


φ̃1 = δ
(2,0)
1 − 〈δ(2,0)


1 , θ4〉φ̃4 − 〈δ(2,0)
1 , θ5〉φ̃5.


φ̃2 and φ̃3 are obtained from φ̃1 by permuting the barycentric coordinates. It holds


in addition that 〈φ̃1, θ6〉 = 〈φ̃2, θ6〉 = 〈φ̃3, θ6〉 = 0.


Step 3: With the above Φ̃, we let A1 := (span {φ̃i}i=2,3,4,5,6)
⊥∩span {δ(1,2)


i }i=1,4,5,7,8,9,10,13,14,15


and, again in order to make δ large, we take


θ1 =
1


〈PA1φ̃1, φ̃1〉
PA1φ̃1.







FINITE ELEMENT WAVELETS WITH IMPROVED QUANTITATIVE PROPERTIES 19


θ2 and θ3 are obtained from θ1 by permuting the barycentric coordinates.


By evaluating the above expressions, we find the coefficients of Φ̃ and Θ with respect to
∆(2,0) and ∆(1,2) respectively. These coefficients are collected in the appendix. Next, we
use Θ to construct Ξ:


Step 4: In view of (V), span{ξi}i=13,14,15 has to be equal to span{δ(1,2)
i }i=13,14,15. Next, we


take span {ξ7, ξ9} as follows: Note that


span {(Ξ \ {ξ7, ξ9}) ∪ Θ} = span {{δ(1,2)
i }i=3,5,6,8,10,11,12,13,14,15 ∪ {θi}i=1,2,4},


hence, in order to make both ε and κΞ small, we let A7 := span {δ(1,2)
i }i=4,7,9,13,14,15


and take


span {ξ7, ξ9} = PA7((span {{δ(1,2)
i }i=3,5,6,8,10,11,12,13,14,15 ∪ {θi}i=1,2,4})⊥ ∩ P1,2(T )).


span{ξ8, ξ10} and span{ξ11, ξ12} are defined from span {ξ7, ξ9} by permuting the
barycentric coordinates.


Step 5: Finally, in order to make κΞ small, we construct an orthonormal basis {ξ7, ξ9} for
span {ξ7, ξ9} satisfying (V), (S) and (I) analogously to the previous case. Further,
we take








ξ13


ξ14


ξ15





 =
[


〈δ(1,2)
i , δ


(1,2)
j 〉i,j=13,14,15


]− 1
2











δ
(1,2)
13


δ
(1,2)
14


δ
(1,2)
15









,


so that {ξ13, ξ14, ξ15} is an orthonormal basis for span{δ(1,2)
i }i=13,14,15 satisfying (V),


(S) and (I). The resulting Ξ satisfies thus all three conditions (V), (S) and (I), and
it holds that span {Θ ∪ Ξ} = P1,2(T ). The coefficients of Ξ with respect to ∆(1,2)


are collected in the appendix.


3.4. The case (n, d, d̃) = (1, 2, 5). In this case, we fix a numbering of I d̃−1 = I4


and I2(d̃−1) = I8 as in Figure 8, so that we can switch between these numbers and the
corresponding barycentric coordinates at our convenience.


• × • × • × • × •
(1, 0) (7


8
, 1


8
) (3


4
, 1


4
) (5


8
, 3


8
) (1


2
, 1


2
) (3


8
, 5


8
) (1


4
, 3


4
) (1


8
, 7


8
) (0, 1)


1 6 4 7 3 8 5 9 2


Figure 8. Numbering of I4 and I8 (• ∈ I4, × ∈ I8 \ I4), (n, d, d̃) = (1, 2, 5).


The realization below is carried out analogously to the one in the case (n, d, d̃) = (1, 2, 3):


Step 1: In view of (V), span {φ̃i}i=3,4,5 has to be equal to span {δ(4,0)
i }i=3,4,5. We take


φ̃i = δ
(4,0)
i for i = 3, 4, 5. In view of making κ


Φ̃
as small as possible, it seems more


natural to select {φ̃i}i=3,4,5 as an orthonormal basis. However, as we learn from


Remark 2.7, the wavelets Ψj do not depend on the choice of the bases Θj and Φ̃j


for span Θj and Ṽj. One may verify that other choices of a basis for span {φ̃i}i=3,4,5
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do not change span Θj and Ṽj. In view of an efficient implementation, the above
simple choice is the best.


Now we let A3 := span {δ(1,3)
i }i=3,··· ,9 and in order to make δ large, we take, with


Φ̃(int) := {φ̃i}i=3,4,5,






θ3


θ4


θ5





 = 〈PA3Φ̃
(int), Φ̃(int)〉−1PA3Φ̃


(int).


Note that 〈Φ̃(int),Θ(int)〉 = Id.
Step 2: Next, we take, with Θ(int) := {θi}i=3,4,5,


φ̃1 = δ
(1,3)
1 − 〈δ(1,3)


1 ,Θ(int)〉Φ̃(int).


φ̃2 is obtained from φ̃1 by permuting the barycentric coordinates. It holds in
addition that 〈φ̃1,Θ


(int)〉 = 〈φ̃2,Θ
(int)〉 = 0.


Step 3: With the above Φ̃, we let A1 := (span {φ̃i}i=2,3,4,5)
⊥ ∩ span {δ(1,3)


i }i=1,3,··· ,9 and,
again in order to make δ large, we take


θ1 = 〈PA1φ̃1, φ̃1〉−1PA1φ̃1.


θ2 is obtained from θ1 by permuting the barycentric coordinates.


By evaluating the above expressions, we find the coefficients of Φ̃ and Θ with respect to
∆(4,0) and ∆(1,3) respectively. These coefficients are collected in the appendix. Next, we
use Θ to construct Ξ:


Step 4: In order to make ε small, we take


spanΞ = PA3((spanΘ)⊥ ∩ P1,3(T ))


with A3 being defined in step 1.
Step 5: Finally, in order to minimize κΞ, we are going to find an orthonormal basis for


spanΞ as follows: Analogously to the case (n, d, d̃) = (1, 2, 3), with Θ⊥ being a
basis for (spanΘ)⊥ ∩ P1,3(T ) satisfying (S), then a basis Ξ(0) for spanΞ satisfying
(S) is given by


Ξ(0) =

















ξ
(0)
6


ξ
(0)
7


ξ
(0)
8


ξ
(0)
9

















= PA3Θ
⊥.


Now, if we would have taken


Ξ = 〈Ξ(0),Ξ(0)〉− 1
2 Ξ(0),


then, of course, Ξ is an orthonormal basis for spanΞ. However, the elements of Ξ


can not be given in closed form in terms of ∆(1,3).
To solve this problem, we proceed as follows: First we apply an orthogonal basis
transformation U on Ξ(0) to obtain an intermediate basis Ξ(1) such that 〈Ξ(1),Ξ(1)〉
is a block diagonal matrix (basically, Ξ(1) consists of functions which are either
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symmetric or antisymmetric with respect to the barycentric coordinates). Next,
we apply the Gram-Schmidt orthonormalization process on Ξ(1) to obtain another
intermediate orthonormal basis Ξ(2). Note that, Ξ(2) does not necessarily satisfy
(S), since neither does Ξ(1). Hence, we apply U−1 on Ξ(2) to obtain the final
orthonormal basis Ξ satisfying (S). Further, Ξ also satisfies (V) and (I), and it
holds that span {Θ∪Ξ} = P1,2(T ). The coefficients of Ξ with respect to ∆(1,3) are
collected in the appendix.


3.5. The case (n, d, d̃) = (2, 2, 5). The realization in this case is based on a combination


of the ideas applied in the cases (n, d, d̃) = (2, 2, 3) and (n, d, d̃) = (1, 2, 5). We refer to
[Ngu05, §3.3] for details.


3.6. The cases (d, d̃) = (3, 3) and (d, d̃) = (3, 5) for n ∈ {1, 2}. The realization in


these cases follows the same lines as the corresponding cases (d, d̃) = (2, 3) and (d, d̃) =
(2, 5) for n ∈ {1, 2} above.


4. Numerical results


In this section, we present the numerical results of several one and two dimensional
experiments. In our experiments, Ω = (0, 1)n for n = 1, 2. Further, with


T1 := [0, 1],


and
{


T21 := {x = (x1, x2) ∈ [0, 1]2 : x2 ≥ x1}
T22 := {x = (x1, x2) ∈ [0, 1]2 : x2 ≤ x1} ,


τ0 is the triangulation resulting from the log2(d̃− 1)-times repeated uniform dyadic refine-
ment of {T1} and {T21, T22} for n = 1 and n = 2, respectively. In addition, homogeneous


Dirichlet boundary conditions on ∂Ω are incorporated in the spaces Vj and Ṽj (cf. Remark
2.11).


Recall that, for j ≥ 0, our collection of wavelets Ψj is determined via formulas (2.1)


and (2.5) by the local collections Φ̃, Θ and Ξ from the previous section. Further, we take


Ψ−1 = ∆
(d−1,p)
0 (recall that (d− 1)2p = d̃− 1). In addition, for comparison, for j ≥ 0, let


Φ̃j,DS, Θj,DS and Ξj,DS be the global collections corresponding to the local collections Φ̃, Θ


and Ξ given in [DS99c], and let


Ψj,DS := Ξj,DS − 〈Ξj,DS, Φ̃j,DS〉Θj,DS


with Ψ−1,DS := ∆
(d−1,p)
0 .


Since our main goal is to investigate the condition numbers of the mass matrices with
respect to the wavelet bases, in the rest of this section, instead of Ψj and Ψj,DS we consider
the (L2-) normalized collections for which, for notational simplicity, we will use the same
notation Ψj and Ψj,DS.
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For j ≥ 0 being the finest level, let


Ψ(j) :=


j−1
⋃


l=−1


Ψl.


We computed the quantities κΨ(j) = κL2,Ψ(j) and κ
Ψ


(j)
DS


= κ
L2,Ψ


(j)
DS


, with Ψ
(j)
DS being defined


analogously to Ψ(j). The numerical results for one and two space dimensions with j = 10
and j = 6 are presented in Table 1. They show that κΨ(j) (first column) is significantly
improved in comparison with κ


Ψ
(j)
DS


. Since the four cases where d = 3 were not considered


in [DS99c], in these cases the condition number of Ψ
(j)
DS is not present in our tables.


n = 1 n = 2


(d, d̃) κΨ(10) κ
Ψ


(10)
DS


κΨ(6) κ
Ψ


(6)
DS


(2, 2) 2.2498e+00 1.2214e+01
(2, 3) 5.1018e+00 8.6322e+00 1.6791e+01 1.4741e+02
(2, 5) 8.9115e+00 1.4724e+02 2.1829e+01 2.1835e+04
(3, 3) 2.9034e+00 – 1.2344e+01 –
(3, 5) 5.5588e+00 – 1.5955e+01 –


Table 1. κΨ(j) v.s. κ
Ψ


(j)
DS


(j = 10 for n = 1, and j = 6 for n = 2)


In order to further assess the quality of our wavelets, we also computed the quantities
κΨ̄(j) = κL2,Ψ̄(j) and κΨj−1


= κL2,Ψj−1
, where, for l ≥ −1,


Ψ̄l := 〈Ψl,Ψl〉−
1
2 Ψl,


and Ψ̄(j) := ∪j−1
l=−1Ψ̄l. Note that Ψ̄l are orthonormal bases for the detail spaces Wl :=


Vl+1 ∩ Ṽ ⊥
l , which, however, are globally supported. The reason for us to compute κΨ̄(j)


and κΨj−1
is as follows. Since Ψ̄l is an orthonormal basis for Wl, from (1.1) we infer in


particular that


(4.1) κΨ(j) ≤ κΨ̄(j)


max
−1≤l≤j−1


ΛΨl


min
−1≤l≤j−1


λΨl


.


Furthermore, for k ≤ l, 〈Ψk,Ψk〉 is a submatrix of 〈Ψl,Ψl〉, from which it follows that


ΛΨj−1
= max


−1≤l≤j−1
ΛΨl


and λΨj−1
= min


−1≤l≤j−1
λΨl


.


Hence, (4.1) reads as
κΨ(j) ≤ κΨ̄(j)κΨj−1


.


Note that κΨ̄(j) is nothing else than the condition number of the splitting Vj =
∑j−1


l=−1Wl,
and that κΨj−1


is the condition number of the basis Ψj−1 for the single detail space Wj−1.
The value of κΨ̄(j) thus shows which condition number will be achieved by equipping Vj =
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∑j−1
l=−1Wl with a multilevel basis that is the union of orthonormal bases for the detail


spaces Wl. Since we expect that the condition number of such a multilevel basis is close
to the minimal one (although it is not necessarily the minimal one, cf. [Ngu05, §2.1]), we
take κΨ̄(j) as a benchmark.


n = 1 n = 2


(d, d̃) κΨ(10) κΨ̄(10) κΨ9 κΨ(6) κΨ̄(6) κΨ5


(2, 2) 2.2498e+00 1.0027e+00 2.2498e+00 1.2214e+01 1.0039e+00 1.2214e+01
(2, 3) 5.1018e+00 2.6203e+00 2.3021e+00 1.6791e+01 2.8057e+00 9.2045e+00
(2, 5) 8.9115e+00 6.5210e+00 1.6170e+00 2.1829e+01 7.8906e+00 5.8825e+00
(3, 3) 2.9034e+00 1.0026e+00 2.9034e+00 1.2344e+01 1.0043e+00 1.2344e+01
(3, 5) 5.5588e+00 3.4889e+00 1.7769e+00 1.5955e+01 5.8180e+00 6.7210e+00


Table 2. κΨ(j) v.s. κΨ̄(j) (j = 10 for n = 1, and j = 6 for n = 2)


From the results given in Table 2, we draw the following conclusions:


• The bases Ψ(j) are quite well-conditioned in comparison with the bases Ψ̄(j).
• There is not much room left for improving κΨ(j) by some post processing aiming


at constructing better conditioned bases for the detail spaces Wl (e.g., level-wise
orthonormalization). Moreover, such a post processing likely results in wavelets
with larger supports.


• The bases Ψl have small condition numbers. In particular, it appears that the more
freedom there exist in the construction, due to a larger d̃, the better conditioned
the resulting wavelet bases are (specially in one dimension, cf. the cases (n, d, d̃) =


(1, 2, 5) and (n, d, d̃) = (1, 3, 5)).
• Finally, the upper bound in (4.1) is rather sharp in all cases we considered.


We conclude this section with the H1-condition numbers of the H1-normalized multilevel
wavelet bases presented in Table 3. For notational simplicity, those bases are also denoted


by Ψ(j) and Ψ
(j)
DS.


n = 1 n = 2


(d, d̃) κH1,Ψ(10) κ
H1,Ψ


(10)
DS


κH1,Ψ(6) κ
H1,Ψ


(6)
DS


(2, 2) 1.5536e+01 4.8632e+01
(2, 3) 1.0217e+01 3.7198e+01 5.1059e+01 3.0274e+02
(2, 5) 1.5207e+01 6.4225e+02 5.9284e+01 3.3645e+04
(3, 3) 9.3342e+00 – 5.9916e+01 –
(3, 5) 1.4422e+01 – 5.9729e+01 –


Table 3. κH1,Ψ(j) v.s. κ
H1,Ψ


(j)
DS


(j = 10 for n = 1, and j = 6 for n = 2)
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Remark 4.1. In this remark, we briefly explain how we computed the L2-condition numbers
given above (H1-condition numbers are computed analogously). Due to the L2-normalization
that we applied, one of our tasks is to compute the extremal eigenvalues of a matrix of type


diag(Aj)
− 1


2 Ajdiag(Aj)
− 1


2 ,


for which we used the Lanczos method. For computing κΨ(j) (and analogously for κ
Ψ


(j)
DS


),


the matrix Aj is given by


Aj := 〈Ψ(j),Ψ(j)〉 = TT
j 〈∆j,∆j〉Tj,


where Ψ(j) and Tj are such that (Ψ(j))T := ∪j−1
l=−1Ψl = ∆T


j Tj. For computing κΨj−1
, the


matrix Aj is given by


Aj := 〈Ψj−1,Ψj−1〉 = MT
Ψj−1


〈∆j,∆j〉MΨj−1
,


where MΨj−1
is such that ΨT


j−1 = ∆T
j MΨj−1


.


Finally, with D(j) := block diag (〈Ψl,Ψl〉)−1≤l≤j−1, we computed κΨ̄(j) as follows: Instead


of applying the Lanczos method on [(D(j))−
1
2 〈Ψ(j),Ψ(j)〉(D(j))−


1
2 ] using the Euclidean in-


ner product 〈·, ·〉, we applied the Lanczos method on [(D(j))−1〈Ψ(j),Ψ(j)〉] using the energy
inner product 〈·, 〈Ψ(j),Ψ(j)〉 ·〉. In addition, we used Richardson iterations to approximate
(D(j))−1. As we observed from our experiments, the error due to Richardson approxima-
tions dominates the error due to Lanczos approximations and it is visible in the cases
(d, d̃) = (2, 2) and (d, d̃) = (3, 3) (for n ∈ {1, 2}). Indeed, these cases correspond to an
L2-orthogonal splitting, so that κΨ̄(j) = 1 for all j.


Appendix


In this appendix, we collected the coefficients of Φ̃ and Θ∪Ξ for several cases considered
in Section 3. Because of their lengthy expressions we have omitted the coefficients for the
remaining cases. They can be obtained by contacting the authors.


The case (n, d, d̃) = (1, 2, 3). By evaluating the expressions found in section 3, we find


(


φ̃1


φ̃3


)T


= (∆(2,0))T








1 0
0 0


− 43
358


1








and








αθ1


αθ3


ξ4








T


= (∆(1,2))T
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√
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√
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2


√
6


29
24


270
179


23
716


√
1074 − 1


2


√
6




















where α =
√


2. The remaining φ̃2, θ2 and ξ5 are obtained by permuting the barycentric


coordinates. The resulting Φ̃, Θ and Θ are illustrated in Figure 9. Some corresponding
global functions and wavelets are illustrated in Figure 10 (see Remark 2.11 for the case of
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wavelets near Dirichlet boundary). Note that the global functions corresponding to θ3 are


not used in the wavelet construction, since we happen to have 〈ξ4, φ̃3〉 = 〈ξ5, φ̃3〉 = 0.
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Figure 9. Φ̃, Θ and Ξ for (n, d, d̃) = (1, 2, 3).
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Figure 10. ξj,x’s, θj,y’s and ψj,x’s for (n, d, d̃) = (1, 2, 3) (right: near Dirich-
let boundary).


The case (n, d, d̃) = (2, 2, 3). By evaluating the expressions found in section 3, we find
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and
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where α = 1
2


√
3, α1 =


√
782613640547265734430, α2 =


√
210, α3 =


√
6 and α4 =


√
15.


The remaining φ̃i, θi and ξi are obtained by permuting the barycentric coordinates.


The case (n, d, d̃) = (1, 3, 3). By evaluating the expressions found in section 3, we find
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where α =
√


2. The remaining φ̃2, θ2 and ξ5 are obtained by permuting the barycentric
coordinates.


The case (n, d, d̃) = (2, 3, 3). By evaluating the expressions found in section 3, we find
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and














αθ1


αθ6


ξ7


ξ13














T


= (∆(2,1))T













































































29148
379


0 0 0
0 0 0 0
0 0 0 0


−10752
379


0 − 3812
731985681


α1 0
−10752


379
0 0 0


0 954
25


0 0
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758


0 0 0
2499
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0 25
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0 0


0 819
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0 0
−3030
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− 1133
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2
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1
3
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3
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−2649
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−81
25


− 1133
1463971362
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1
3
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3
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−2649
758


−81
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15
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1
3
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3
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where α = 1
2


√
3, α1 =


√
544109356210, α2 =


√
6, α3 =


√
15 and α4 =


√
30. The remaining


φ̃i, θi and ξi are obtained by permuting the barycentric coordinates.


The case (n, d, d̃) = (1, 2, 5). By evaluating the expressions found in section 3, we find
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1 0 0
0 0 0
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1 0
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0 0
0 0 0
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−13173908132
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−83640971
53776620


−11663656
8609543


121759112646
33379198211


− 3907307
17925540


22402072
8609543


68957288438
33379198211


100172569
53776620


22402072
8609543


−10939270602
33379198211


22633121
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−11663656
8609543


3291800966
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and


(


ξ6


ξ7


)T


= (∆(1,3))T
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0 1
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0 1
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1


22647307
α1 − 23


685
α2
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where α =
√


2, α1 =
√


636883241818363, α2 =
√


2055, α3 =
√


194982963450701 and
α4 =


√
2655745. The remaining φ̃i, θi and ξi are obtained by permuting the barycentric


coordinates.
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