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Abstract

In this paper we are concerned with domain decomposition methods for the stationary incompres-
sible Navier-Stokes equation. We construct an adaptive additive Schwarz method based on dis-
cretization by means of a divergence-free wavelet frame. We prove that the method is convergent and

asymptotically optimal with respect to the degrees of freedom involved.

1 Introduction

Over the last years, adaptive wavelet methods for both linear and nonlinear partial differential equations
have intensively been investigated, see, for instance, [2, 4]. One can often prove that these methods
are not only convergent, but also asymptotically optimal. This means that the algorithm converges
with the same rate as the best N-term wavelet approximation with respect to the degrees of freedom
involved. The techniques used to show these results heavily rely on the properties of the underlying
wavelet Riesz basis. This basis can be constructed such that its elements have vanishing moments, are
piecewise smooth and characterize function spaces in the sense that weighted sequence norms of wavelet
expansion coefficients are equivalent to smoothness norms such as Besov norms. Moreover, it is also
possible to construct divergence-free wavelet bases, see [18, 24] which are very useful for the numerical

treatment of incompressible flow problems, see [27, 28].

However, on more complicated domains, the design of such a wavelet basis becomes increasingly
difficult and the condition numbers become worse. A way to facilitate the construction is to use redundant
generating systems, namely wavelet frames, instead of bases, see [22]. To do so, let us assume that we can
decompose the domain into overlapping subdomains that are affine images of the unit cube. Then, we
can construct wavelet bases on each of the subdomains, which is significantly easier, and simply collect

these bases. From this, we obtain a wavelet frame.

Because the construction of the wavelet frame applied in this paper is based on an overlapping domain
decomposition, it is natural to combine wavelet methods with domain decomposition solvers such as
Schwarz methods. These methods allow us to reduce the problem on the entire domain to a series of
easier subproblems on the subdomains, that can moreover be parallelized very efficiently. For some early

work on domain decomposition methods for nonlinear problems, we refer to [9, 25]. The combination
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with wavelet methods has proven to be effective for the numerical solution of linear elliptic problems, see
[23], and has recently been generalized to a range of nonlinear problems, see [16]. Based on an idea from
[20], in this paper we extend this approach to the stationary, incompressible Navier-Stokes equation. We
show that the method is convergent and asymptotically optimal, albeit under the assumption of having
a sufficiently small Reynolds number or sufficiently small datum. Since the latter assumption is rather
restrictive, we consider our contribution as a first step in the development of more generally applicable

Navier-Stokes solvers that are proven to converge with optimal rates.

In this work, by C' < D we will mean that C can be bounded by a multiple of D, independently of
parameters which C and D may depend on. Obviously, C 2 D is defined as D < C, and C <= D as
C<Dand C2ZD.

2 The Navier-Stokes equations in frame coordinates

2.1 Navier-Stokes equations

We are concerned with the incompressible, steady-state, viscous Navier-Stokes equation on a bounded
Lipschitz domain € R?, d < 4, with Dirichlet boundary conditions

1
(u-V)u=-Vp+ gAu—f—f in 0,
divu =0 in Q,
u=0 on 0f),

where u denotes the velocity field of a fluid, p is the pressure term, f is the given inertial force and Re

is the Reynolds number that describes the viscosity of the fluid. In addition, we normalize the pressure

term p by [,p =0.

There are basically two general approaches for the numerical treatment of the variational form of this
equation. One common approach is to solve for the velocity u and the pressure p simultaneously. Doing
so leads to an indefinite saddle point problem, see, for instance, [11] for an overview in the context of

finite element methods or [10] for a wavelet-based method.

An alternative approach is to reformulate the equation using a divergence-free ansatz space
V= {ve (H}NQ)?, dive = 0}.

The Leray weak formulation of the original problem then reduces to finding a u € V' such that
1
/v(u-V)uz——a(u,v)—&— f-v (veV), (1)
Q Re Q
with a(u,v) = Zzzl fQ Vug Vg or, equivalently,

a(u,v) + Re /

v(u'V)u:Re/ f-v (veV).

Q Q

Note that in this formulation, the pressure term drops out, and we solve for the velocity field v only. For
details of the derivation of the weak formulation, see, for instance, [26]. The formulation there coincides

with (1) for our case d € {2,3,4}. In particular, for any right-hand side f in the dual of HZ(£2))%, the



existence of a weak solution w is shown there. To guarantee uniqueness, it has to be assumed that the
Reynolds number is sufficiently small or that the data f fulfills a smallness condition. We will equip V'

with the energy norm
1
loll = a(v, v)=.

In order to write the equation (1) as an infinite system of scalar equations, we apply a generating
system for the space V. Hence, in the next subsections, we outline the construction of a divergence-free

wavelet frame for this space.

2.2 Frames

Recall that a countable collection ¥ = {4, : A € A} in a Hilbert space V is called a frame for V when

there exist two positive constants Ay, By such that

Al fllve < [(F(@x)realleaay < Bl fllve (fev). (2)
As a consequence of (2), the frame operator
F:V = a(A): fr f(P) = (f(¥))rens
and so its adjoint
Flil(A) 5 Viem e U= e,
AEA

are bounded with norm less than or equal to By. The composition F'F : V' — V is boundedly invertible
with ||(F"F)~ Y|y v < Ag? The collection ¥ := (F'F)~'W is a frame for V' with frame operators

F:=F(F'F)',  F =FF)'F

and frame constants By, 1 AE,I. Since F'F =1d = F'F, ¥ is called a dual frame for ¥, known as the
canonical dual frame. We have ¢3(A) = ran F &+ ker F’, and F(F'F)~'F’ is the orthogonal projector

onto ran F. For these facts and further reading on frames, we refer to [1].

The key to the construction of a frame for a space of functions on a domain by means of an overlapping
domain decomposition is the following result. We state the lemma, that seems folklore, together with a

short and self-contained proof.

Lemma 2.1 The property of a countable W C V being a frame for V with constants Ay, By is equivalent
to spanV¥ =V and

By ully < . lalle,a) < Agtllully (e V). (3)

inf
{uelz(A),u™¥
Proof. If U is a frame, then (¥ (u))rer = arg min{|[uls,(a) : u € L2(A), uT ¥ = u}, and (3) follows from
¥ being a frame with frame constants B\Ijl, Ag,l.

Conversely, let (3) be valid. Then from its first inequality, we deduce that ¢ +— c¢'¥ €
B(¢5(A),V), with norm less or equal to By. From its second inequality, we infer that for v € V|



(d" o)y [lvlv : .
su - > Ag. Consequently, for given u V', there exists
pO;ﬁdEZz(A) ”dHZZ(A) Il”HV 1nf{d€e2(A)1dT\p:U} ”d”22(A) v C ! Y g € ’

a unique solution (@, w) € ¢2(A) x V of the linear problem

{ (@, d)eya) + (d T w)y = 0 (d € £(A)), "

(", v)y = (u,v)y (vevV),

and @ = argmin{|[ulls,a) : u € 2(A), uT ¥ = u}. Defining Uyt u— Gy € V', (3) means that ¥ is a
frame for V'’ with frame constants B;l, Ag,l.

Next, we consider (4) for u = 1, so that G\ = @A(wu). With R : lo(A) — Lo(A), B : V — £a(A)
being defined by (Rc)(d) = (¢, d),(a), (Bw)(d) = (d" ¥, w)y, (4) with u = ¢, reads as

~

R Bl |a

B0

0
B'e,

w

and so & = R™'B(B'R™'B)~'B’e,,. We conclude that

da(y) = Gy = (Ra)(ex) = (B(B'R™'B)"'B'e,)(ex) = (B(B'R™'B) ' B'ex)(e,) = Yu(vn).  (5)

The second equation in (4) shows that )y, Ua(u)y = u (u € V), and so Y oxea Ua(u)ih, (1hy) =
Yu(u) (w € H, p € A), or D cp 1/J;LE¢A)¢>\ = 1. Replacing ¥, (¥x) by ¥(¢,) in the last equality
because of (5), it reads as F'F, = 1, with F' being the frame operator of ¥. We conclude that V¥ is
the canonical dual frame of ¥, and thus in particular a frame, and which therefore has frame constants
Aq;, Bq; D

2.3 Domain decomposition

A wavelet frame will be obtained by decomposing the domain €2 into affine overlapping images of the
unit cube, Q = U?Z)l ;. Let us assume that such a decomposition exists and that we have wavelet bases
v = {wg\z) : A € A;} for the spaces

Vi = {v € (H(Q))?, dive = 0}.

Having these bases at hand, we simply set ¥ := (/"' E; ¥ where Ej is the zero extension from V; to

V. The index set belonging to ¥ is denoted by A := U?;Bl{i} X A, so we can write ¥ = {¢) : A € A}

Assuming that the subdomains €2; are overlapping in the sense that
Hg(Q) = Hy(Q0) + ... + Hi (Qn—1), (6)

the following lemma ensures that the collection ¥ is indeed frame for the space V. This is important
because condition (6) is easier to ensure in practice by construction of a partition of unity, compare
[22], than to show an analogous property for the space V. The reason behind this is that, contrary to
classical Sobolev spaces, the space V of divergence-free Sobolev functions is not closed under pointwise
multiplication with smooth functions on €.

Lemma 2.2 Assume the subdomains Q; are overlapping in the sense of (6). Let U9 be frames or Riesz
bases for V;. Then, ¥ := U;igl E; U s a frame for V.



Proof. We clearly have H}(Q)" = HL(Q0)? + ... + H}(Q,_1)?. Hence, from [20, Lemma 2], it follows
that even V.=V, +...4 V,,,_1. Now, from the partition lemma (see, for instance, [17]) we may conclude

that there exists a stable splitting of V', which means that, uniformly in v € V', we have

m—1
2 _ : 2
v I~ inf E V; ,
ol e {(w)e€lTs ! Viv=3125" Bovi} =5 ol e

m—1

_ . . 2
~ B inf B E 1nfT _ ||V,'H€2(Ai)
{(a)i €Ty Vio=327100" Bivi} 5 {vi€la(Ai)iv] ¥ =u;}

~ inf VI s
{vELla(A):vT U=v} ” H£2(A)

where we used Lemma 2.1 for the second =. The proof is completed by another application of this lemma.

L

Remark 2.3 The condition in Lemma 2.2 is fulfilled if there exists a smooth partition of unity with
respect to the domain decomposition ) = U?lgl Q;. However, it can also be shown for situations where
such a partition does not exist. One important case of this kind is the prototype of a non-convex polygonal
domain in two space dimensions, the L-shaped domain Q = (—1,1)2\ [0,1)? with subdomains Qo =
(—=1,1) x (=1,0) and 0 = (—1,0) x (—1,1), see [17, 30].

2.4 Divergence-free wavelet bases on the subdomains

We consider subdomains that are hypercubes. More general subdomains can then be treated by applying
the Piola transform. Furthermore, we restrict ourselves to the two-dimensional case, i.e., to the unit
square Z2, where Z := (0, 1). Divergence-free wavelet bases for {v € H}(Z?) : divv = 0} were constructed
in [24] for any dimension d > 2. These bases consist of anisotropic wavelets, i.e., vectors of tensor
products of univariate wavelets on arbitrary, unrelated scales. These anisotropic wavelet bases have the
advantage that they give rise to approximation rates that are independent of the space dimension. On
the other hand, the efficient approximate evaluation of nonlinear terms in anisotropic wavelet coordinates
is yet not well understood. For that reason we present here a construction of a isotropic divergence-free

wavelet basis that applies to d = 2.

The construction starts with collections of univariate primal and dual wavelets, and, for ¢ € Ng,

collections of univariate primal and dual scaling functions
U={r:AeJ}, U={dr:AeJ}, ®p={dpr:1<k< N}, Bp={dpp:1<k< N,

such that

(a). (¥, ®) are Ly(Z)-biorthogonal,
(b). {27Pgy 2 X € J} is a Riesz basis for H(Z), where |\| € Ny is referred to as the level of A,
(c). {27Napy 1 X € J} is a Riesz basis for H{(Z),

(d). ¥ is local, meaning that both diamsupp ¢ < 2=l and each interval of length 2~¢ intersects the
supports of an at most uniformly bounded number of ¥ for |A| = ¢; and ¥ is local,

(e). there is a A € J with |A| = 0, such that 1)y is a multiple of the constant function 1,



(£). span{ty : A € J, |A| < £} = span @y, span{iy : A € J, [A| < £} = span &y,
(2). ®; and &, are biorthogonal, uniform (in £) Ly (Z)-Riesz bases for their spans,

(h). @, is uniformly (in £) local, meaning that both diamsupp ¢¢ < 27%, and each interval of length
2~* intersects the supports of an at most uniformly bounded number of ¢, for |A| = £; and P is
uniformly local.

(i). for each ¢, [ ¢y is independent of 1 < k < Ny, and inf supp ¢ ¢ < infsupp gpy1,e for 1 < k <
N, —1.

With the exception of (e) and (i), all conditions are standard, and biorthogonal wavelets and scaling
functions that satisfy them have been constructed in e.g. [6, 7, 21]. To satisfy (e), it is sufficient
that 1 € span{¢ : A € J, |A\| = 0}, which in view of (b) is a natural condition that is satisfied by
the constructions in these references. Indeed, when this holds true then by means of a simple basis

transformation, that only involves primal and dual wavelets on the lowest level, (e) is satisfied.

The second condition in (i) just fixes an ordering of the scaling functions by their supports. The first
condition in (i) can always be satisfied by a rescaling of the scaling functions. However, in order that this
rescaling does not jeopardize ||¢¢||z,z) =~ 1, initially, for each ¢, the fI ¢¢,1's should have comparable
values. In view of [, ¢y < 272, sufficient is [, ¢ 2 27%/2, which is satisfied by the B-spline scaling
functions in the aforementioned references.

Note that the conditions (a)—(i) do not require that the wavelets and scaling functions are constructed
by adapting a stationary multi-resolution analysis on the line to a bounded interval. In this sense, our
construction generalizes earlier ones as e.g. [13]. Earlier work towards a more abstract setting can be
found in [29].

Remark 2.4 Because of [HY(Z)', H} (D)) 2 = L2(Z), with the space at the left hand side being the real
interpolation space obtained by the K-method, the conditions (a), (b), and (c) imply that U, and so ¥,
are Riesz bases for La(T).

Next, from (¥, \il) we construct a new pair of biorthogonal wavelets (@, \f/), and corresponding primal
and dual scaling functions, by means of integration or differentiation at primal or dual side, respectively.
This generalizes the construction in [19, Proposition 7] for the shift-invariant case on R.

Proposition 2.5 With J = J\{A}, we define
U={dy: e}, T={r:reJ,

by
T-Z)\ LT / 2|A‘wx(y)dy, TZ)\ = —2_|A|T/~’f\~
0

Then

(1). (IFJ, U are Ly(T)-biorthogonal collections,
(ii). U is a Riesz basis for La(T), and

(iii). {4*|>“1J/r1,\ (A€ j} is a Riesz basis for H3(T).



(iv). $ and ¥ are local.

Proof. Obviously supp 17),\ C supp . Since for \ € 3, J7z%¥x =0Dby (a) and (e), we infer that supp ;[)/\ C
convhull(supp ¥y ), showing (iv), as well as 17) x € H}(Z), the latter showing that

<%,%>L2<z) = @A,—?_l“'%hz(z) = 2Pl D) 1o

and thus (i) by (a).

Since Hg(Z) Nspan{l}* 2@ — HZ(I) : g — (z — [, g(y)dy) is bounded, with bounded inverse
= f', {27 Py - X € J} being a Riesz basis for H}(Z) Nspan{1}+t2@ by (c), (e), (a), is equivalent to
{4‘”"1% : X € J} being a Riesz basis for H3(Z), i.e., (iii).

Since H(Z) N span{tyy}+t2@ — Lo(Z) : f + f’ is bounded, with bounded inverse g + (a: —

1 rz ~ o
Iy 9(y)dy — Jo fofj(ziiz;pi(z)dz , {27y : X € J} being a Riesz basis for H'(Z) N span{t}122@ | by

(b) and (a), is equivalent to ¥ being a Riesz basis for Ly(Z), i.e., (ii) by (i). L]

Remark 2.6 From [Ly(Z),H3(I)]1 , = Hi(Z), (i) and (iii) imply that {2’”"17))\ PN j} is a Riesz

basis for H}(Z).

1
2

The somewhat technical proof of the following proposition is postponed to the appendix.

+ - -
Proposition 2.7 The collections Efg ={p: 1<k <Ng—1}, &y = {¢pr : 1 <k < Ng— 1}, defined by

x Ny
+ - .
G T / 2 (G r1(y) — bek W)y, Ges = 27D E Pops
0

p=k+1

are biorthogonal, uniformly local, uniform Lo(T)-Riesz bases for span{i—y))\ tAE j, Al < 3, span{iz)\ tAE
J, |A| < £}, respectively.

Having two biorthogonal multi-resolution analyses related by integration or differentiation at hand,
we are ready to construct a wavelet Riesz basis for {v € H}(Z?)? : diveo = 0}, as well as a corresponding
dual basis. Let us denote these bases here by ¥ and 3, respectively. With ¥ being a dual basis, we mean
that 32 C H™Y(T%)?, (£, %) g-1(z2)2x 2 (z2)2 = Id, and

v (2 VY H-1(z2)2 X HE(22)? € B(H(T%)?, (%)) (7)

Consequently, v — (X, v) ] ¥ is a bounded projection on Hg(Z?)?, with its image being

H-1(Z2)2x HL(T2)?
equal to {v € HE(Z?)? : divv = 0}. Note that such a dual basis is not unique.

Although our bases are similar to those constructed in [18] in the shift-invariant case on R, working
on a bounded domain causes some difficulties by which this construction of the isotropic divergence-free

wavelets is restricted to two space dimensions. We refer to [24] for a further discussion of this point.

In the following, we set Iy = {1 < k < Ny, — 1}, and for A € j, we write A = (¢, k) where ¢ = || and
k runs over an index set Jy, so that J = U2 {¢} x J;. The lengthy proof of the following proposition is
given in the appendix.



Proposition 2.8 The collection
—/ + + T
U 2 ({[—Wﬂ,k @ (Pem+1 = Gem), Vo1, @ Gpm] 1k € Jpp1, m € Ié}
€Ny

+ +
U{[—cﬁz,k ® Yog1,ms (Pekt1 — Gep) @ Vog1m] | 1k € Ipym e Je+1} (8)
+ +
U{[—W,k @ Voms Vo @ om]’ 1k € Ty, m e Je})
is a Riesz basis for {v € H}(Z?)? : divv = 0}.

A dual basis is given by

U 25({[071[)@-&-1,1@ & Eg,m]T ck e Jppr, me Ig}
LENy

U{[_(Z&k @ Ve1,m, 01T 1k €Iy, me Jz+1} (%)

U{[—ize,k @ Vo, ms Yok ®7Z/z,m]T ckedJy,me Je})

Both the primal and dual basis are local, meaning both that the diameter of the support of a wavelet
on “level 07 is < 27¢, and that each ball of diameter 2=¢ intersects the supports of an at most uniformly

bounded number of wavelets on level £.

2.5 The Navier-Stokes equations as an infinite system of scalar nonlinear
equations

With the wavelet frame ¥ = {¢) : A € A} = U?;_ol E; ¥ for V, with the ¥() as given in (8), and
corresponding frame operator F' : V' — £5(A), we can now reformulate equation (1) as an equivalent
infinite system of scalar nonlinear equations. Because of span ¥ = V, the weak form is equivalent to
finding a vector u € ¢3(A) such that

Au+ ReG(u) = Ref,

where A is the infinite-dimensional stiffness matrix A = {a(¥x,%,)}u,ren, G is the discrete nonlinearity
G(u) = (Jo¥x - (u-V)u)rea, u=u' ¥ and f is the discrete right-hand side £ = ([, f1x)aea-

From a discrete solution u, the continuous solution can be retrieved by v = F'u = u'¥. It is
important to note that, because the operator F”’ is not injective unless ¥ is a basis, uniqueness of the

continuous solution u does not imply uniqueness of the discrete solution u.

2.6 Approximation spaces

In the following, we recall the concept of asymptotic optimality of adaptive wavelet methods, see, for
instance, [2, 4]. Assume that the original problem has a solution u = u' ¥, which has some discrete
representation u € ¢5(A) in the given wavelet frame ¥ that can be approximated with rate s with respect
to the degrees of freedom, i.e.,

N? inf — < 0.
z?rlé% #su;la%vgNHu Vliesay <o

Then, we expect our algorithm to achieve the same rate s.



Dealing with nonlinear problems it has turned out that we have to confine ourselves to approximations
supported on a tree-type index sets. In the present context of wavelet frames constructed from wavelet
bases in the fashion described above, we say that a set T = Uffol{z} xT; CA= U?igl{z} x A; has an
aggregated tree structure, if all the T; are trees. Here we call T; C A; a tree, when for any A\ € T; with
[A| > 0, supp ¢§\i) is covered by the supports of m(f) for some p € T; with |u] = |A| — 1. In the literature,

slightly different definitions of tree index sets can be found, but the differences are harmless.

Now we define
Ena7 i={v € ly(A), #suppv < N, suppv has aggregated tree structure}
and set on A7 (V) := infwesy 47 [V — Wllg(a). From this we obtain the approximation space
A ={vely(A): oyar(v) SN°}

of vectors in ¢3(A) that can be approximated with rate s in aggregated tree structure equipped with
the quasinorm |v|4s = supyey N0y a7(v). Later, we show that u € A%, where u is some
representation of the solution u € V, implies that the adaptive algorithm we will construct converges
with rate s. This property is called asymptotic optimality.

For use later, we also set
N7 i={v € ly(A;), #suppv < N, suppvV is a tree},

onT (V) == infwesy - IV = W0, A% = {v € l2(Ai) : on7(v) S N} equipped with the quasi-
norm |[|vl|las = supyey Non 7 (v), as well as Xy i, oy, and A equipped with [|v| 4:, defined by
omitting the tree constrained on suppv.

The question for which s we can find a discrete solution u € A%, and hence obtain convergence of an
asymptotically optimal adaptive method with rate s, is linked to the Besov regularity of the continuous
solution in an appropriate scale, see [2, 4, 14]. In general Lipschitz domains, to our best knowledge,
little is known about regularity of solutions to the incompressible Navier-Stokes equation with respect
to this Besov scale. However, for the related Stokes equation and the three-dimensional Navier-Stokes
equation in polyhedral cones, it can be shown that in many cases the Besov regularity indeed exceeds
the Sobolev regularity, see [5] and [8], respectively. Moreover, numerical experiments from [28] suggest
that, even in other cases, the regularity measured in this scale is significantly higher than in the Sobolev
scale. Since the Sobolev regularity corresponds to the convergence rate of standard uniform methods, it

seems reasonable to use adaptive methods in order to improve the convergence rate.

3 The adaptive algorithm

In this section, we construct an adaptive wavelet Schwarz solver for equation (1) written in divergence-free

wavelet frame coordinates. To do so, we briefly present some tools needed for the construction.

3.1 Building Blocks

For the design of an asymptotically optimal adaptive wavelet method, we need to have at hand a couple
of elementary building blocks.



First of all, we require a solver for linear subproblems on the subdomains €2;. For the construction of
such local solvers, we refer, e.g., to [2]. Even though these subproblems are fully linear in the unknowns,
we will have to evaluate the nonlinear term (v - V)v in wavelet coordinates to obtain the right-hand side

for the subproblems. The evaluation of such nonlinearities is described in [4].

Furthermore, in order to guarantee an optimal balance between degrees of freedom and accuracy, we
repeatedly remove very small entries from the discrete iterates. This will be done by the application of
a method

COARSE]|v,¢] : £a(A) — £2(A)

that maps a finitely supported v € £3(A) to a near-smallest v. € f2(A) with |[v — v.[[ga) < €. The
construction of such a method involves sorting the entries of v into buckets by their modulus. For details
and further properties, see, for instance, [2, 14]. In particular, it is shown in [14] that there exists a
constant ¥ € (0, 1) such that for v € A% and a finitely supported w € fo(A) with [[v —wl[z,a) < Ve, it
holds that w := COARSE[w, (1 — 9)e] € A% with W[4z, < [[V]as, and #suppw < e s ||v| s

AT

The second building block that we describe is designed to deal with the redundancy of a frame, i.e.,
with the fact that ker F/ # {0}. Any vector in ker F” is in the kernel of u — Au+ Re Gu, and therefore
is not affected by any iterative method to invert this operator. So components in ker F’ which arise in
the course of the iteration as a consequence of inexact evaluation of operators, or because of applications
of COARSE will never be reduced. Assuming u has some representation v = u' ¥ with u € A7, this
may have as a consequence that the iterands converge to a representation that is not in A%, so that

consequently an optimal rate s is not realized.

For a frame that is the union of Riesz bases on overlapping subdomains, a way to deal with this
problem is, before solving on subdomain i, to remove terms in the expansion of the current iterand that
are multiples of wavelets ng ) w0 for j # i with supp d)g\j ) ¢ Q;. In any case for linear elliptic problems,
and assuming a sufficiently large overlap of the subdomains in relation to the maximal diameter of the
support of any primal or dual wavelet, in [23] it was shown that for the multiplicative Schwarz method
this approach yields an adaptive algorithm that converges with the optimal rate. In [30], it was shown
that the same holds true for the additive Schwarz algorithm in case of having two subdomains, whereas

numerical experiments indicate that this is also valid for more than two subdomains.

Since no proof of the latter is available, to cope with the redundancy, for completeness here we will
resort on the technique introduced in [22]. Under some circumstances, however, the routine PRO-
JECTION that will be introduced below can simply be omitted from the adaptive algorithm, whereas
nevertheless optimal rates can be observed. We refer to [22, Thm. 3.12, §4.3] for an analysis in a restricted

setting, and to [16, 15] for numerical results.

Let Z be a bounded right-inverse of F', i.e., Z € B(V,{3(A)) with F'Z = 1d, and with the projector
Q := ZF' € B({3(A\),€2(A)), let Q be bounded on A%,. A suitable Z will be constructed below. The
application of Q to a vector in ¢5(A) does not change the function u it is representing, i.e., F'Q = F’.
Yet, if u has some representation u € A%, then the application of Q to any representation v of u yields
a representation in A%, because Qv = Qu and Q is bounded on A%. In view of this property, we
extend our adaptive wavelet method with a recurrent, inexact application of Q in order to produce a

sequence of iterands that is uniformly bounded in A%

The routine that approximates the application of Q within tolerance £ > 0 will be denoted as

PROJECTION]v, ] : (A) — £5(A).

10



It maps a v € £3(A) to a w. € lo(A) with ||[w. — Qv|lg, ) <e.

Now we come to the construction of a suitable Z and thus of Q. For § > 0 and 0 <i <m — 1, we set
0;(=0) :={z € Q; : B(z;0)NQ C Q;}. We will assume a sufficiently large overlap of the subdomains in
relation to the maximal diameter of any primal or dual wavelet from (8) and (9) in the sense that there
exists a § > 0, that from here on will be fixed, such that

diam supp w(i) U supp 1[);1) <4/2, (10)
QCUQ (1+ m=1)5). (11)

Lemma 3.1 With A := {\ € A; : suppwg\i) NQ;(—0) # 0}, we have v — (1&&1) (v))xens € B(V, l5(A?)),
and, forveV, v —73 s ig\l) (v)z/)y) vanishes on ;(=9).

Proof. @ = Q; U (2\ Q;(—0/2)) is an overlapping domain decomposition, and so, as in the proof of
Lemma 2.2, for all v € V there exist v; € V; and w; € {w € H}(Q\ Q;(—6/2))? : divw = 0} with
v; +w; = v and ”vi”%l(ﬁ)d + ||wl||H1(Q o =~ vl ()¢~ Noting that by (10), (djgz) (v))xeas only depends
on vlq, (—s/2), both statements follow from v = v; on €;(—46/2), for the second statement using that g )
is a Riesz basis for V; with dual basis ¥(?), and the definition of A?. Ll

Next, with Z_ 1 =H_1:=0,for 0 <7< m—1, we set
Zi V- fg(Ao) X+ X EQ(AZ) TV (Z,»_lv, (’(Z)E\Z)(U — Hi_lZi_lv))AeA;s)

Hi : gQ(Ao) X+ X gQ(Al) —V: (Vo,...,Vi) — ZV;—\I/O)

Proposition 3.2 The mappings Z; are bounded, and for v € V, v — H; Z;v vanishes on U;:o Qi(—(1+
3)0).

Proof. The first statement follows easily from Lemma 3.1. For the second statement, we write

/U_HZ-ZZ-’U: (’U— i— IZZ 1’[} Z w 'U_ i— 1Zi711)) g\l).
AeA?d

The first term vanishes on U;;B Q;(—(1+ 51)6), and so v — H; Z;v Yanishes on U;;E Q;(—(1+ £)6) by
(10). By Lemma 3.1, v — H;Z;v also vanishes on €;(—0) C €;(—(1+ 5)d), which completes the proof. L]

Setting Z = Z,,—1, with a slight abuse of notation, we have Z € B(V,¢3(A)), and, using (11),
F'Z =1d.

Remark 3.3 A small refinement of an argument used in the proof of Proposition 3.2 shows that (11)
can be relazed to Q C |J", ' Qi(—(1 + )5), where J is the mazimal number of subdomains that have

non-empty intersection.

Finally, to show that Q is bounded on A%, it suffices to show that each of the matrices
[ ( &J))]Aem#el\j is bounded from A% to A%. Fixing 0 < i,j < m — 1, we know that B :=

11



[w(z)( " )]AeA5 uen, © l2(Aj) = £2(A;) is bounded. Let v € A% and € > 0 be given. Then there exists a
1/5

v. € {3(A;) whose support is a tree, with ||B||g2 Aj)—ba(A; yv— ve||¢2(A <e/2,#suppv. Se 1/S||VH
and thus [|ve|las <[V , cf. [4, Prop. 6.3].
J J

In [22, §4.5], it was shown that for local ¥) and () where the wl(tj ) are spline wavelets, B is a so-
called s*-compressible matrix, for a value of s* that exceeds the best possible rate s for which membership
u € A% can be expected (assuming that this best possible rate is larger than %) Consequently, see
e.g. [2, Corol. 3.10], when s < s* there exists a w. € f3(A;) with [|[Bv. — we|g,a,) < €/2, thus

1BV — welleya,) < & and #suppwe S e |lve|l s < e vl S e lIvI -
] J

Let T; be the smallest tree in A; that contains supp w.. To conclude that B : A% — A% is bounded,
it remains to show that #7; < 5*1/5||v||i4/; . Because of U(¥) being local, there exists a constant C' > 0
such that ’

T;:={0 € A;: I\ € suppw. s.t. [A] >0 A dist(suppwg\i),suppwéi)) <c271h 5,

Obviously, for all A € suppw,, there exists a u € supp v. with supp 1/3&1) M supp 1/4@ # (). By the
construction of the sparse approximations for B in [22], which are used as ingredients of the approximate
matrix-vector routine APPLY developed in [2], we have that if |\| > |u|, then for all v € A? with
|t < |v] < |A| and supp 1;,(,” N supp wftj) # (0 it holds that v € suppw.. (“Coincidentally” (w.),
might be zero, in which case formally v & suppw.. The point is, however, that when determining the
aforementioned upper bound for # supp w., v has been counted as being part of the support. Related
to this, below we will use that for any ¢ € Ny with |p| < £ < |)|, there exists a v € A? with |v| = £ and
supp Q;l(,i) N supp wff ) # (). Although this would be a mild assumption on U@ it is not needed to impose
this, since again by determining the upper bound for # supp w,., the existence of such a v has been taken
into account.)

Now considering an arbitrary § € T, let A € supp w. be as in the definition of T}, and let u € supp v,
be as above. If |0] < |ul, then by definition of T; and supp v. being a tree, there exists a vy € supp v. with
|0] = |v| and dist(supp we ,supp 1/)(] ) < 27191 Otherwise, so when || > ||, there exists a v € supp w.
with |0] = |v| and dist(supp 1/19 , Supp 1/)1(, )) < 2711, From both observations, and the fact that U @)
W) are local, we conclude that #7; < #T; < #suppv. + #suppw. < E_I/SHVH%;, which completes
the proof of Q being bounded on A% ’

3.2 Construction of the algorithm

We are now ready to define the algorithm we will investigate. This method is the adaptive wavelet version
of the algorithm proposed in [20]. Note that bold letters stand for discrete iterates while standard letters
stand for their continuous representation, e.g. v = v ' ¥. To explicitly formulate the algorithm, we need
to fix some constants. Let
Koe s DL 1QVle)
ozvels(n) Ve overo(n) VT

Lz = [ w90, e v},

0£uveEV { lllllloll

where K < By SUP£ycv H”w <oo, L= SUPg_£yev Zvllega) <oobyQ=ZF"and Z € B(V, t5(N)),

oot oy Tl
and where C' < oo for d < 4 has been shown in [20, Lemma 1]. Let M be an upper bound for ||u].
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By P;, we denote the a(-, -)-orthogonal projector from V onto V;. It is known that the operator norm
0= 1l —w(Po+ ...+ Pyl

on B(V,V) is smaller than 1 if w > 0 is sufficiently small. Then, for sufficiently small Reynolds numbers
or sufficiently small datum, and therefore, in the latter case, a sufficiently small solution, we have

p:=0+3wRemCM < 1. (12)

We show a convergence rate p := (1 + p)/2 < 1.

Algorithm 1 AddSchw

% Let I* € N be minimal such that ' < 529
% Let €, := p"M, n € N.
u©) =0
forn=20,1,...do

p(m:0) .— 4 ()

for[=0,...,l* —1do

fort=0,...,m—1do
Compute d™b e V; as an approximation to the solution d™b ¢ V; of

a(dl(-n’l),v) =—Re [, v (™D . V)b + Re Jo, [v— a(v™V v) for all veV,
with tolerance |||d§n’l) - Jg"’l) | < 5Lenph.
end for
() . (nil) + WZZZ_OI Jgn,l)
end for
(™) .= PROJECTION[v("!) 2 ¢ 4]
u™*tl) .= COARSE[a" V), 22¢e, 1]
end for

™

Note that the subproblems on the subdomains are fully linear and the nonlinearity only appears on
the right-hand side. Moreover, they are independent so they can be solved in parallel. The first result
concerning Algorithm 1 shows convergence given that the Reynolds number is sufficiently small such that
(12) holds.

Theorem 3.4 Assume that d < 4 and that (12) is valid. Then, the iterates from Algorithm 1 fulfill

Jlu™ — ul < 5" M.

Proof. We show the assertion by induction. The case n = 0 is clear by definition. We assume the assertion
is true for some n € N. Denote by 9(™1) := v(™0) 4 Z?;Bl dl(n’o) the result of the first iteration step with
exact subdomain solvers. As in the proof of Theorem 4 in [20], the error after this step can be written as

m—1
7" —u =T —w(Py+...+ Pp_1) (™ —u) + wRe Z Fi(u™ ),
=0

where F;(u(™ u) is defined as

Fi(u®™,0) = =S7 (™ - V)ul™ — (u- V)

13



and S; ' : (H1(Q;))? — V; the solution operator for the Stokes equation on ;. In the proof of Theorem 1
in [20], using d < 4, we see that

1E ™, )] < Clut™ — ufl + 2ul)Ju™ - ul,
hence with u(™ = v(™% we obtain the estimate
oY —ull < 0l — ]l + wRemC (o™ — ull + 2ful) o' — u].
By the induction hypothesis, it is [[v(™? —u| = ||u(™ —u|| < [u® —u|| = |Ju] < M. From this we obtain
Jo0D — uf < pllu™® — uf < pe,

where €, = p"M. Taking into account the tolerance for the error in the inexact solutions of the local

]__
psn < (p+ 2p> €n = PEn.

Iterating this argument over [ yields [ — u|| < ple,. In particular, by the choice of I*, we have

problems, we obtain

1—
D) _ oyl < 5D —
flv ul <o ull +mws

o) — uf| < 5prPens1. From this it follows that

0 1
S-En+l + L— ﬁgn-i—l ﬂgn-l—l- (13)

n 9 i
[a" ) — Qullgy ) < S cntt T Q™) — )y < 5K

2K

Therefore, we have Ju™+0) — uf < K [u®*) — Qullrya) < K (32en i1 + 60D — Qullyy(a)) < enyr. O

Now, the properties of the coarsening and projection methods allow us to show that the algorithm
is asymptotically optimal with respect to the degrees of freedom in the outer iterates u(™. By this, we
mean that we obtain the same rate as the best N-term approximation of any representation u € £o(A)

of u that has the aggregated tree structure.

Theorem 3.5 Assume that the solution u has some representation u € A%.-. Then, for the iterates u®
from Algorithm 1, it holds that

ll(n) S AS_A7-7
1/5

7_

—1/s

#suppul™ < e
Proof. From (13) and the properties of COARSE, for all n € N, we have u**!) ¢ A% and

n En —1/s s
#suppu™ ) < () Qullfs

Using boundedness of Q on A%, we obtain the result. L]

3.3 How to solve the local subproblems

Let us now describe how the local subproblems appearing in Algorithm 1 can be solved. This can be done
in the same fashion as in [23, 16], based on the Richardson method in [3]. The construction principles
from there carry over to the vector-valued setting, compare, for instance, [12]. For convenience, we sketch

the algorithm here.
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Written in wavelet coordinates, the subproblems amount to solving the equations
m—1
Al z)d(” D= _ReG(v(™ D)|a, + Refla, — Z A @)y (),
7=0
where A®9) = {a(¢x, 1) ren, uen, denotes the (4,;)-th block of the matrix A, and, for any vector
w € ly(A), by w|a, we mean the restriction of w to the index set A;. The matrix A9 is positive
definite. Hence, for a sufficiently small relaxation parameter w > 0 and with R being the representation

of the residual of the subproblems, the Richardson iteration

WD = ) _ R (w )

converges linearly for any initial vector w(?). This is still true even if the residual is only approximated
up to a given, sufficiently small tolerance. To do so, we have to make use of the vector-valued versions
of the methods presented in [2, 4, 14, 12] for approximating the infinite matrix-vector products, the
nonlinear term and the right-hand side. Moreover, as in [23, 16] we can see that in each call of the local
solver the number of iterations to achieve the prescribed tolerance 21771,;5)577’ P! is a constant independent of
n. Therefore, also the computational complexity of the inner iterations can be bounded by a constant

multiple of snl/s 1/5

Hence, by summing up these terms and considering that the support sizes
of the iterates is of the same order, it can in principle be shown that the overall algorithm has linear

complexity.

A Proofs of Propositions 2.7 and 2.8

We give the missing proofs of two propositions from Sect. 2.4. The proofs apply under conditions (a)—(i)

on the wavelets and scaling functions.

Proof of Proposition 2.7. An application of a basis transform shows that
N, Ny
{¢é717¢€,2 _¢Z,1a-'-a¢f,Ne _(bZ,Nz—l}a {Z¢f,k7z¢f7k7"'7¢é71\7[} (14)
k=1 k=2

are biorthogonal bases for span ®,, span ®,.

Because of fI ¢ok+1 — ok = 0 by (i), and so $4 C H}(T), integration by parts shows that $g, 54 are
biorthogonal.

Again (i) and 1 € span®,, by (e), show that Zgil ¢~>M € span{1}. So for A € 3, [A| < ¢, we have
T ) ~ °
’l/))\ S Spag{d)fﬂ 7¢€,_17 L} ¢Z,N@ - ¢Z,N@—1}7 and so 1!])\ € span $€- Since Z};\Zl Qs%,k; = Oa for A € J7 |>‘| S f,
we have 1) € span D,

+
By supp ¢, C convhull(supp ¢¢ k11 Usupp ¢ ) and &, being uniformly local ((h)), we have that $
is uniformly local. This property together Wlth ekl Loz) S 1 shows that ||q5£ kllzsm S 1, and so, again

by ®, being uniformly local, that || Zk ck(;SZ k||L2(I) < Zi\h}l 1 .

From Zgil quk = 0, the ordering of the gzﬁz’k by (i) and supp d)g’k N supp ¢er # 0, and ®, being
uniformly local ((h)), it follows that &, is uniformly local.

Any u € span ®; can be written as Z{AGJ:WSZ} ex2~Mepy. From {2714y : X € J} and ¥ being Riesz
bases for H'(Z) and Ly(Z), respectively, by (b) and Remark 2.4, we have ||u||%11(1) R (e A<t} lea]? <
4 Derpien 1327 MNP S 4 ull3, -

15



From this so-called inverse mequahty, Hqﬁg kllooz) S 1, and o, belng umformly local, it follows that

Hﬂj)e kllL.(z) < 1, and so again from (I)g being local, that || Zk Ck¢lk||L2 @ S Zi\,{1lck’ which by

biorthogonality is equivalent to || Zk L erdy ;€||L2 @ R i\fel "¢2. We conclude that Efg, and so &y, are

uniform Lo (Z)-Riesz bases for their spans. Ll

Proof of Proposition 2.8. From ¥ and {4’“'1—% WS j} being Riesz bases for Ly(Z) and HZ(Z), respec-
tively, by Proposition 2.5, and H3(Z?) ~ HZ(Z) ® L2(Z) N Ly(Z) ® HZ(Z), we have that

2:16‘A al) % P, ®77+D,\2 t (A1, M) € J x j} is a Riesz basis for Hj(Z?). (15)

By using that {171,\1 ® J)Az (A, A9) € J x 3} is a Riesz basis for Lo(Z?), we infer that for £ € Ny,
+ + °o o
| Nlmzzzy = 401 - llLagzzy o span{dn, @ ¥y, : (A1, de) € J x J, max(\l, [Ae]) = £} (16)

With $[4] = {;Z,\ tAE j, |A| = £}, for £ > 0 an alternative, uniform Lo (Z?)-basis for the space from (16)
is given by
{f[z] & $4,1 U $671 & i[e] U i@ ® im

The latter result, (16), and (15) show that

U 2- 2 (Z+1 [e+1] ®$4U2 E+1)$z®\t[5+1] u2- {f[g] ®{f'[])
LeNy
is a Riesz basis for HZ(Z?).
By applying minus curl to this collection, the collection in the statement of the proposition is obtained.

Since, as follows from [11, §1.3.1], curl : HZ(Z?) — {v € H}(Z?)? : diveo = 0} is boundedly invertible,
the first statement is proven.

The biorthogonality of the collectlons from (8) and (9) follows from the biorthogonality of (¥, \i!)
(i\i/) (B, Dy), $47(I)5 and Span{l/u e A<} = span%e7 Span{ﬂf)\ A€ J, |\ < £} = span @y,
and (f).

The locality of both the primal and dual collections follows directly from the (uniform) locality of the

primal and dual scaling functions and wavelets from both biorthogonal multiresolution analyses.

What remains to show is the property (7) for the dual collection (9). From ¥ and (15, and {27y
A€ J} and {4‘”‘@,\ : XA € J} being Riesz bases for Ly(Z) and Hg(Z), respectively, by (a), (c), (ii), and
Remark 2.6, and H{(Z?) ~ H}(Z) ® L2(Z) N La(Z) ® HY(Z), we have that

2
{(24“\3")_%17))\1 @Y, : (A1, A2) € J x J} is a Riesz basis for Hy (Z?). (17)

By using that {;/r))\l ®Pr, + (A1, A2) € J x J} is a Riesz basis for Ly(Z?), we infer that for ¢ € Ny,
+ o
H . ||H1(1'2) ~ 2€H . ||L2(12) on Span{d))\l ®’(/J)\2 : ()\1,)\2) eJxJ, max(|)\1\7 ‘)\2|) = Z} (18)

With Wy := {1y : A € J, |[A| = £}, for £ > 0 an alternative, uniform Ly(Z?)-basis for the space from (8)
is given by
(f[g] QP U $g_1 ® \I/[g] U @g ® \I/[g].
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The latter result, (18), and (17) show that

U 27 (e © @0 U S0 © Wy Uy @ T
¢eNy

is a Riesz basis for H}(Z?). Its (unique) dual basis in H~!(Z?) reads as

U 26(‘3%1] 2®,Ud® ‘if[eﬂ] U ‘f’[z] ® ‘if[e]),
£eN,

with the obvious definitions of El[f} and \i/[e].
We conclude that

- B
V= (2700 ® Yet1,ms V) H-1(22) x HY (22) JRE€Le, mEJe 11, £€NG

v ((2%0k ® Ve,ms V) H-1(22)x HY (T2) )k€Je, mE Je, L€

and, analogously,

.- -
V= (20016 @ Bems V) H-1(22) x HY (22) )RE€Jes1, mELL, £€NG

v (20 k ® om, V) o122y 13 (22) ) ke o, me Jo, LeN,

are bounded mappings from Hg(Z?) to the corresponding fo-spaces, which proves (7). ]
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