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Convolutional Neural Networks



(Zeiler & Fergus 2014] use a deconvnet to visualize features by reconstructing the top 9 
patterns that cause the highest activations in a given feature map as well as showing the 
corresponding image patch. 



• When doing the facet model of interpolation 
we found the need to multiply an image by a 
local coefficient schema:

Correlation



Correlation

• Such a point-wise multiplication of two 
‘images’ is called a correlation.

• Example for an average horizontal derivative, 
in the facet model:

• Looks straightforward:



Correlation and Convolution

• Correlation:

• Convolution: 

- -



Convolution is correlation with 
point-mirrored version of coefficients.

g for translation 
1 pixel to the right
by correlation.

g for translation 
1 pixel to the right
by convolution.



Algebraic properties of convolution

•  



• All translation-invariant linear operators between 
images f and g can be written as a convolution:

• Examples: smoothing, sharpening, translation, nth 
order derivatives, …

• The basis operation in the very successful CNNs ! 

Convolution (section 6.2)



Convolution by hand:
• Simple moving average

• Simple derivative (from facet model)

• Translation



Python examples

• https://staff.fnwi.uva.nl/r.vandenboomgaard/
IPCV20162017/LectureNotes/IP/LocalOperato
rs/convolutionExamples.html#convolutionexa
mples

https://staff.fnwi.uva.nl/r.vandenboomgaard/IPCV20162017/LectureNotes/IP/LocalOperators/convolutionExamples.html#convolutionexamples
https://staff.fnwi.uva.nl/r.vandenboomgaard/IPCV20162017/LectureNotes/IP/LocalOperators/convolutionExamples.html#convolutionexamples
https://staff.fnwi.uva.nl/r.vandenboomgaard/IPCV20162017/LectureNotes/IP/LocalOperators/convolutionExamples.html#convolutionexamples
https://staff.fnwi.uva.nl/r.vandenboomgaard/IPCV20162017/LectureNotes/IP/LocalOperators/convolutionExamples.html#convolutionexamples
https://staff.fnwi.uva.nl/r.vandenboomgaard/IPCV20162017/LectureNotes/IP/LocalOperators/convolutionExamples.html#convolutionexamples


Derivatives at a spatial scale

•  



Local Image Structure



Learning Local Image Structure



Local Structure Detection in the Brain

The ‘L’ among all the ‘O’s is 
much easier to spot than the 
‘D’, but more surprisingly the 
time it takes to spot the ‘L’ is 
independent of the number of 
‘O’s surrounding it.



Measuring Local Structure Detectors in the Brain

Hubel and Wiesel were the 
first to measure the response 
of neurons in the visual cortex 
to visual input in-vivo [1959]. 
Their measurements indicate 
the  human visual system is 
‘hard-wired’ to recognize 
specific details. 
These details show great 
resemblance with the local 
details as those learned with a 
PCA.
The human visual brain thus 
has adapted itself to the visual 
stimuli that it is likely to see.



slide 17 machine perception

retinal processing



Local Structure Detection from Basic Principles

Prof. J. Koenderink (Utrecht University) showed [1980s] that the local image 
details as detected by the human brain also resemble the details that follow 
from a mathematical analysis based on basic (symmetry and causality) 
principles.
In these lecture series (a simplified version of) the mathematical theory is 
bluntly stated without formal derivation from basic principles.



Convolution

All linear translation-invariant operations on 
signals/images can be written as a convolution 
with a specific kernel:

Let us look at that in detail (on the board).

Described in section 6.2.2 (and Appendix A).



Local Taylor Series in 1D



• Scale 1

Gaussian Derivatives at Different Scales and Noise



• Scale 3

Gaussian Derivatives at Different Scales and Noise



• Scale 5

Gaussian Derivatives at Different Scales and Noise



Local Taylor Series in 1D



Local Taylor Series in 2D





Local Taylor Series in 2D



Gradient



Gradient: The Vector of Local Change



Gradient: The Vector of Local Change



We can/will use 
Gaussian 
Derivatives to 
determine the 
required local 
derivatives for 
the Taylor series  
in a structural 
and 
computationally 
stable manner.









Gradient components dependent on coordinate 
system; magnitude not!

Scale 1

Scale 5



(Canny) Edge Detection 

At the edges, find the 
zero crossing of the 
second derivative in the 
direction of the gradient.



The Gradient Gauge (1): definition



The Gradient Gauge (2): transformation



The Gradient Gauge (3): Hessian re-expressed 



Scale 1



Scale 5





Classification of 
Local 

Neighborhoods

2nd order neighborhoods with a gradient



Corner detection (1): Isophote Curvature



Isophote Curvature (2)
Corner detection (2): Isophote Curvature



Corner detection (3): Isophote Curvature



Corner
Detection

(by isophote 
curvature)



The Curvature Gauge (1): motivation

There are interesting points where the gradient vanishes



The Curvature Gauge (2): eigenvectors



Curvature Gauge (3): typical ‘hoods



Curvature Gauge (4): eigenvalues



Classification of 
Local 

Neighborhoods

treated by
curvature gauge

treated by
gradient gauge


