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Con-Text: Text Detection for Fine-grained Object
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Abstract—This work focuses on fine-grained object classifica-
tion using recognized scene text in natural images. While the
state-of-the-art relies on visual cues only, this paper is the first
work which proposes to combine textual and visual cues. Another
novelty is the textual cue extraction. Unlike the state-of-the-
art text detection methods, we focus more on the background
instead of text regions. Once text regions are detected, they are
further processed by two methods to perform text recognition i.e.
ABBYY commercial OCR engine and a state-of-the-art character
recognition algorithm. Then, to perform textual cue encoding, bi-
and trigrams are formed between the recognized characters by
considering the proposed spatial pairwise constraints. Finally,
extracted visual and textual cues are combined for fine-grained
classification.

The proposed method is validated on four publicly available
datasets: ICDAR03, ICDAR13, Con-Text and Flickr-logo. We
improve the state-of-the-art end-to-end character recognition by
a large margin of 15% on ICDAR03. We show that textual cues
are useful in addition to visual cues for fine-grained classification.
We show that textual cues are also useful for logo retrieval.
Adding textual cues outperforms visual- and textual-only in fine-
grained classification (70.7% to 60.3%) and logo retrieval (57.4%
to 54.8%).

Index Terms—Multimodal fusion, fine-grained classification,
logo-retrieval, text detection, text saliency

I. INTRODUCTION

MANY existing object recognition methods are focused
on distinguishing definite objects such as horses, bi-

cycles and cars [6]. Object recognition results obtained for
different benchmarks, e.g., Pascal VOC, show that there has
been a significant progress to recognize these “distinct” ob-
ject categories. However, the performance of these methods
may deteriorate to distinguish categories of objects that only
slightly differ in appearance, such tasks include fine-grained
classification. Fine-grained classification is the problem of
assigning images to sub-ordinate classes in which objects
differ only in (subtle) details (e.g. flower types [28], bird
species [59]). Although, visual cues (e.g. color, texture and
shape) can be used to distinguish visually distinct objects, the
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Fig. 1. An example of fine-grained Building classification [2]. Visual cues
would group (a)-(b) whereas scene text reveals the semantics and clusters
(b)-(c).

same visual cues may lack discriminative power to differenti-
ate object types of similar appearance. Therefore, existing fine-
grained classification approaches increase the discriminative
power of these visual cues by exploiting part information or,
implying geometrical constraints [8], [9].

In this paper, we address the problem of fine-grained
object classification by combining textual and visual cues.
In particular, we focus on the classification of Buildings into
their sub-classes such as Cafe, Tavern, Diner, etc. The reason
to use textual cues for such task is that text adds semantics
beyond visual cues. For instance, in Fig. 1, the aim is to
classify the three images based on their semantics. In this
case, visual cues are not sufficient or even misleading as the
first two images have similar scene appearances. Textual cues
are useful to recognize that the two (right) images belong to
the same category since they contain the same brand name
Starbucks. Therefore, we propose to use both textual and
visual cues. Further, we propose a method for textual cue
extraction. The success of the proposed fine-grained object
classification method (fusion of visual and text modalities)
highly depends on the completeness of the extracted textual
image cues. Therefore, a robust character localization and a
textual cue encoding method is proposed.

The state-of-the-art text detection methods [4], [55], [3],
[22], [39], [66], [43], [54], [69] extract geometric, structural
and appearance properties from candidate text regions which
are obtained using a connected component or sliding win-
dow approach. These regions are further verified using the
extracted features if they contain text or not. In contrast,
we focus on the scene background (non-text regions) rather
than text regions. Our motivation is that the majority of the
scenes consist of background pixels e.g. 93% of ICDAR13.
Moreover, background pixels are mostly homogenous within
themselves e.g. fences, boards, roads, buildings, windows
etc. and highly contrasted with text regions. Focusing on
eliminating background pixels using background connectivity
rather than directly detecting text regions benefits from elim-
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Fig. 2. The flow of the proposed method. We propose a generic, efficient and fully unsupervised text detection algorithm by eliminating scene background.
Detected text regions are processed by a state-of-the-art character recognition algorithm. Then, bi- and trigrams (textual cues) are formed between the recognized
characters by considering spatial pairwise constraints. Extracted textual and visual cues are combined for fine-grained classification and logo retrieval.

inating larger number of non-text regions at a reduced risk
of eliminating true text regions (due to contrast). Moreover,
since the proposed method does not extract text specific
features, it does not require any tuning for varying text size,
style and orientation. Furthermore, the proposed method is
complementary to previous approaches, since it benefits more
from background while previous approaches do not.

Text is designed to attract human attention. This has been
verified by Judd et al. [50], and Wang and Pomplun [45]
who show that text features are more discriminative than
generic object features and scene text receives human attention
more than other generic objects. Accordingly, in this paper
we consider salient and non-salient regions as text and back-
ground regions respectively. The proposed method initially
selects background (non-text regions) seeds using color and
curvature saliency and spatial context information. Then, it
detects the background from these seeds based on background
connectivity. Once the background has been detected and
eliminated, text regions are identified. The detected character
candidates are further processed by two methods to perform
text recognition i.e. ABBYY commercial OCR machine and
state-of-the-art character recognition algorithm [54]. Then,
spatial pairwise constraints between character candidates are
used to obtain textual cue representations. Finally, extracted
textual cues are used in combination with visual cues for fine-
grained classification and logo retrieval. The pipeline of the
proposed method is summarized in Fig. 2.

The paper has six main contributions:
• We propose a generic and computationally efficient char-

acter detection algorithm without any training involved.
Unlike the state-of-the-art text detection methods which
try to detect scene text directly, the proposed method
detects the background to infer the location of text.

• We experimentally show that removing scene background
reduces clutter and subsequently improves the character
recognition performance of standard OCR systems. More-
over, removing the background reduces the search space
allowing the extraction of computationally expensive fea-

tures for character recognition.
• We propose a fine-grained classification approach which

combines textual and visual cues to distinguish objects.
To the best of our knowledge, this is the first approach
to combine textual and visual cues of objects in images.

• We are the first to combine textual and visual cues for
logo retrieval in natural scene images.

• We propose to constrain textual cues by spatial informa-
tion. We show that encoding textual cues with proposed
constraints is superior than without these constraints.

• The introduced dataset, extracted features (textual and
visual) and text detection code are publicly available1.

The previous versions of this paper appeared in [1], [2].
We extended our previous studies in different aspects: 1)
In [1], [2], there are no spatial constraints to form textual
cues. Characters, ’P’, ’E’, ’A’, ’T’, can be combined into
’TAPE’, ’PATE’, or ’PEAT’. It is not possible to distinguish
between ’TAPE’, ’PATE’ and ’PEAT’ by considering all
possible bigram combinations. Hence, we propose to encode
textual cues using spatial constraints. 2) Location information
of the recognized characters are essential to perform spatially
constrained encoding. However, ABBYY is used as a character
recognition system in [1], [2]. Character location information
is not provided by ABBYY. This restricts to perform proposed
encoding. Therefore, a different character recognition algo-
rithm [54] is used. A method is proposed to generate (locate)
character candidates which are used as an input to [54]. in
this way, we have the spatial information of the recognized
characters. 3) Our previous work considers only bigrams to
encode textual cues. In this paper, various layers of textual
cue encoding is performed (bi- and trigrams) and their effects
are compared. 4) New analysis on the background removal and
text saliency is provided on ICDAR13. 5) In depth analysis on
textual and visual cues for fine-grained classification is pro-
vided. 6) Our previous work uses only BOW as visual features.
Visual baseline is substantially improved using GoogLeNet

1https://staff.fnwi.uva.nl/s.karaoglu/datasetWeb/Dataset.html
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features [23]. 7) Various fusion techniques are used to combine
different modalities and their influences are discussed. 8)
The proposed method is compared against state-of-the-art text
detection methods [55], [22], [15] on text saliency, end-to-
end character recognition and fine-grained classification. 9)
The proposed method is applied on a new application ’Logo
retrieval’.

II. RELATED WORK

Text detection. Text detection methods aim at automatically
detecting and generating bounding boxes of words in natural
scene images. Text detection methods can be categorized into
two classes based on how they search character regions: a con-
nected component [3], [22], [39], [66] and a sliding window
approach [4], [43], [54]. Connected component approaches
aim at segmenting characters using pixel similarities, e.g.
contrast [1], stroke width [3] and intensity [41] whereas sliding
window based approaches search the image over different
scales and window sizes to locate character regions. For both
methods, word candidates are detected by further verifying
and combining the generated character candidates. To verify
and combine character candidates, geometric, structural and
appearance properties of text are derived from hand-crafted
rules [3] or obtained by learning [4], [27], [40], [54], [61],
[69].

All these methods extract geometric, structural and appear-
ance features from candidate regions to verify if a region
contains text or not. It is difficult to have one global param-
eter setting which would accommodate for all possible text
variations in natural images [62]. Therefore, it is necessary to
tune these parameters for every new alphabet, text style and
size. In contrast, our approach focuses more on background
connectivity rather than text regions. The proposed method
does not extract text specific features. Therefore, it does not
require any tuning for varying text size, style and orientation.
In [73], background information is used to avoid parameter
tuning for text binarization in document images. Additionally,
state-of-the-art methods combine characters into words by a
learning or a rule based approach. However, the information
loss at these steps are irreversible. In contrast, we use char-
acters instead of words to represent textual information in the
images. Recently, [70], [71] use similar ideas as in object
proposals [29] but this time to generate a small set of word
candidates. A reduced number of word candidates makes it
possible to use more complex classifiers for word recognition.
Such work can highly benefit from the proposed text detection
method to reduce word box proposals even further.

Visual saliency. The aim of visual saliency detection is
to separate attention-driven regions and other regions (e.g.
background) [30], [31]. In this way, the vast amount of
incoming visual data (background) is eliminated. This helps to
extract more reliable information because the background is
eliminated. Therefore, it is widely used in image processing,
for scene classification [47], [48], object recognition [1] and
visual search [25].

Saliency for text detection has only recently received some
attention [33], [34], [42], [44]. Text in natural scenes is typi-
cally designed to attract attention. In the experiment conducted

by Judd et al. [50], it is shown that scene text fragments receive
a high number of eye fixations (i.e. attention). Psychophysical
experiments conducted by Wang and Pomplun [45] show
that regardless of the text position, text features are more
discriminative than generic saliency features. Recently, Jiang
et al. [35] provide a large scale dataset for visual saliency.
The authors measure saliency by following the mouse-tracking
behavior of users. Interestingly, they observe that even though
scene text is not explicitly defined as a category in MS
COCO [36], scene text consistently attracts human attention.
Other work by Shahab et al. [33] compares different saliency
methods and concludes that scene text is the most salient.
Recently, [55] proposes a text detection method which relies
on text saliency. The method uses a Bayesian framework and
integrates visual cues tailored for text detection to obtain text
saliency. All this research shows that text in natural images
is salient and therefore we rely on non-salient regions as our
primary cue for background detection.

Existing methods for text detection using visual
saliency [33] mainly focus on bottom-up information such as
edges, corners, color distinctiveness and lines of symmetry.
Top-down models are task dependent and use saliency and
context to steer the search for objects in images. This process
is inspired by human focus-of-attention mechanisms. For
instance, while searching for text, humans will focus on road
signs, commercials and billboards rather than other areas [50].
Torralba et al. [26] use context information to fixate locations
of targeted objects (e.g. pedestrians). Our approach is inspired
by Wei et al. [38]. The authors use boundary priors to steer
the search for salient object detection. In our approach,
background information is used for text detection.

Multimodal fusion. The use of textual (e.g. captions, video
OCR) and visual information for video classification has
extensively been studied [74], [75], [76]. We refer to [13], [14]
for an overview. Moreover, textual in combination with visual
cues have also been used for document image analysis [16],
[17], [18]. Others [19], [20] combine visual and textual
information to recognize logos and stamps in documents.
However, the use of automatically extracted text information
from natural images for scene classification has largely been
ignored. Text is fused with visual cues for scene classification
by Wang et al. [24]. The method uses Flickr images and their
associated social tags. Others [32], propose to combine visual
features extracted from the surroundings of text regions with
visual features from the full image. In contrast, we propose to
use recognized text from images in combination with visual
features.

Similar to our approach, [21] proposes to use scene text
in combination with visual features to improve book spine
recognition. However, our method focuses on combining tex-
tual and visual features for fine-grained classification and logo
retrieval.

Fine-grained classification. Similar to our work, [79] fo-
cuses on fine-grained classification of street view storefronts.
Although the authors emphasize on the importance of textual
information for visual classification, they do not explicitly
detect and recognize the text in the images to help classifi-
cation. In hindsight, [79] shows that, with a few qualitative
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results, the network is able to make use of the text in the
images for the classification task. Different from that work, we
explicitly detect and encode textual information to aid visual-
only classification.

Context for object categorization. Contextual information
is used for object categorization when visual cues are not
sufficient [10], [11]. Semantic, spatial and scale context are
the most common types of context information. In this paper,
we use semantic and spatial context. Text usually gives more
information beyond what is obvious. It can be used to indicate
directions (e.g. bus), warnings, types of service (e.g. cleaning)
etc. The proposed method exploits this (semantic) information
in addition to visual cues. The proposed method uses non-
salient image regions as scene background. However, some
of the background pixels may also be detected as salient. To
eliminate these false detections, the proposed method restricts
the search space of scene text with the use of spatial context
(i.e. background priors).

Problem statement. In this paper, we address the problem
of fine-grained classification for objects which slightly differ
in appearance by combining textual and visual cues. Textual
cues are important for the success of the approach. The state-
of-the-art text detection methods perform an explicit word
detection and non-text filtering steps to obtain high precision.
These steps cause information loss. Unlike other text detection
methods, where f-score is considered more important, we aim
for high recall character detection because missed characters
cannot be recovered. However, we still need to limit the
number of false detections because increasing the number of
text candidates increases the computational time for character
localization and textual cue encoding. Therefore, we propose
a text saliency method which reduces the search space for
character candidates by using background removal. With the
proposed text saliency method, we reduce the search space for
character candidates at a reduce risk of recall decrease.

III. BACKGROUND REMOVAL

Text can appear on unknown background with unknown
text size, style and orientation in natural scene images. It is
difficult to have one global parameter setting which would
accommodate for all these variations in text [62]. Therefore,
we tackle the problem of detecting text from a different
point of view. Rather than asking “what is the property of
scene text”, we ask the question “what is the property of
scene background”. Keeping in mind that scene text is highly
contrasted with background, answering this question would
also reveal the location of scene text. As a result, the proposed
method would not require any tuning for varying text size,
style and orientation. Moreover, eliminating background to
infer text location has additional benefits, (i) the search space is
reduced allowing the extraction of computationally intensive
features for character recognition, (ii) background clutter is
removed reducing false text detections/recognitions.

Background pixels are mostly homogeneous within them-
selves e.g. fences, boards, roads, buildings, windows etc..
This homogeneity allows defining connectivity between back-
ground pixels. Moreover, text is designed to attract atten-
tion [3], [22], [42], [45] and usually strongly contrasts with

(a) (b) (c) 

Fig. 3. (a) Original image and selected initial background seeds (blue dots).
The connectivity path formed by these initial seeds is represented by the red
dots (b) recovered background and (c) background removed image regions [2].

background. Hence, text boundaries usually correspond to
strong intensity changes. Therefore, we propose to select initial
background seeds from non-salient pixels and grow these seeds
using connectivity of background. These seeds will grow until
strong intensity changes are reached e.g., text/background tran-
sitions. Background seeds form connectivity between all pixels
except those that belong to the text regions. An illustration of
seed growing is shown in Fig. 3a. Blue dots represent initial
background seeds whereas red lines represent the connectivity
path formed by these initial seeds (blue dots).

To form connectivity between background pixels, we use
conditional dilation (δ). Conditional dilation is a morpho-
logical operation where the dilation of a marker image is
conditioned by a mask image (I). In this work, we use the
image consisting of only background seeds as marker image
γ and gray-level image as mask image. The conditioning is
performed by intersecting dilated marker image with mask
image, described as:

δI(γ) = (γ ⊕ S) ∧ I , (1)

where ⊕, S and ∧ denote for the dilation operation, the
structuring element (3-by-3 square), and the element-wise
minimum respectively. The initial background seeds, γ0, are
used to reconstruct the background image (ρ) of image I . The
steps are described in algorithm 1.

Algorithm 1 Background detection ρ

Input: Gray-level image I , the image consisting of the initial
background seeds γ0

Output: the reconstructed background image ρ
1: n = 1;
2: while true do
3: γn = δI(γn−1) (Note that δ is the conditional dilation,

which is explained in eq. 1);
4: if γn == γn−1 then
5: break;
6: end if
7: n = n+ 1;
8: end while
9: ρ = γn;

The selection of background seeds γ is essential for back-
ground detection process. The proposed method selects the
seeds based on saliency and scene text priors as explained in
the next section.
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(a) (b) (c)
Fig. 4. An example of saliency maps: (a) Original Images, (b) Color Boosting
and (c) Curvature Shape Saliency. It is shown that colorful edge transitions are
emphasized by color saliency while colorless edge transitions are emphasized
by curvature saliency.

A. Background Seed Selection

1) Color saliency: In general, it can be assumed that color
is homogeneous for many background regions such as roads,
sky, buildings and so on. Moreover, color edges correlate with
high contrasted text fragments. To exploit this, we propose
to detect color edges by color boosting algorithm [51]. The
method uses information theory to correlate gradient strength
with information content.

To be precise, let fo,x = (O1x, O2x, O3x)
T be the spatial

image derivatives in the x dimension where O1, O2, and O3

stand for the opponent color channels. The information theory
relates the information content of an event to its frequency or
probability

I(fo,x) = − log(p(fo,x)) , (2)

where I is the amount of information and p(fx) is the
probability of the spatial x-derivative. According to infor-
mation theory, rare events are more informative (i.e. higher
information content). Consequently, [51] proposes to focus on
rare color derivatives. A color saliency boosting function g is
used to transform the vectors with equal information content to
have equal influence on the saliency map. The distribution of
image derivatives in opponent color space is characterized by a
covariance matrix M . Eigenvector matrix U and an eigenvalue
matrix V are obtained by the decomposition of matrix M .
Then, the color saliency boosting function g is obtained by

g(fo,x) = V −1UT fo,x . (3)

Once g is determined, the color boosting saliency (Sc) is
expressed by

Sc = H(g(fo,x), g(fo,y)) , (4)

where H is the saliency function. Color boosting approach
is used to enhance the saliency of colorful text/background
transitions and to suppress background regions. In Fig. 4b, an
example is shown of applying color boosting.

0
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Text Location

Distribution

Fig. 5. Location occurrence probability of text in the ICDAR03 training
dataset [1]. The probability distributions show that text rarely occurs at the
image borders.

2) Curvature saliency: Obviously, the color saliency mea-
sure is inappropriate for colorless edge transitions, see the top
image in Fig. 4b. Consequently, in addition to color saliency,
we aim for a shape-based saliency measure. To this end, we
define curvature saliency (L) by

L =
√
f2
I,xx + f2

I,xy + f2
I,yy , (5)

where fI,xx and fI,yy stand for the second-order derivatives
of the intensity image fI(x, y) in the x and y dimensions,
respectively. Due to contrast between text and its background,
text regions result in high responses to curvature saliency even
for colorless edge transitions.

3) Spatial context: Spatial context is described by the likeli-
hood of finding an object in a certain position [10]. It has been
shown to be beneficial to distinguish objects in the scene [10].
The proposed method also uses spatial context. To this end,
text location priors are used to obtain background location
priors. The proposed method treats background and text pixels
as figure/ground pixels. To this end, the location occurrence
probability of text is computed for the ICDAR03 [57] image
training set. The occurrence probability for a given location is
computed by counting the frequency of text for that particular
location for the full training set. The text-location occurrences
shows that text regions are more in the center of the image,
see Fig. 5. Text can also be placed off the center, however they
rarely touch image borders. Image borders usually consist of
background such as sky, road and grass [10].

The ICDAR03 dataset mostly consists of images where text
is in focus. However, the text location prior also holds for
other datasets. Recently, a text detection dataset which consists
of 67K images is collected by [37]. The images are from
complex everyday scenes. Unlike ICDAR datasets, the images
were not collected with text in mind and thus they contain a
broad variety of text instances [37]. The authors compared
the text distributions of the new dataset and the existing
ICDAR datasets. They show that the Coco-Text dataset has a
more uniform text distribution. However, image borders rarely
contain text. Therefore, our observation about image borders
that they usually contain non-text pixels also holds for the
Coco-Text dataset (uncontrolled text detection dataset). To this
end, pixels at the image borders are used as initial background
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seeds. Salient regions which are connected to image borders
in color and curvature saliency maps are suppressed using
algorithm 1. The original color and curvature saliency maps
are used as intensity images.

B. Background Detection and Text Saliency

The refined color and curvature saliency maps are normal-
ized to a fixed range [0, 1] and linearly combined. Regions
which do not have any response on this combined saliency
map are considered as final background seeds. The background
of the input image is constructed using these final background
seeds using algorithm 1. Text saliency map is obtained by
subtracting the background from the input image. The pro-
posed method outputs a text saliency map which provides
information about how likely a region contains text (See Fig. 6
for an illustration). This saliency map is further processed to
extract textual cues.

IV. TEXTUAL CUE ENCODING

Text saliency obtained in Section III is used to perform
character recognition to extract textual cues. Two different ap-
proaches are used to perform character recognition. First, text
saliency map is directly fed into leading commercial OCR en-
gine (ABBYY). Second, text saliency map is further processed
to obtain character candidates. Then, character candidates are
fed into a state-of-the-art text recognition algorithm [54].

A. Character Recognizer - ABBYY

We first use ABBYY, leading commercial OCR engine, to
perform character recognition on the text saliency. ABBYY
receives an image as input and outputs recognized characters
within that image. The gray level text saliency map is used
as an input to ABBYY (no binarization is required). The
recognized characters by ABBYY are directly used for textual
cue encoding. The output of recognized characters are used
to form bi- and trigrams without considering their spatial
relations.

B. Character Recognizer - Flexible

Location information of the recognized characters cannot
be obtained from ABBYY which restricts to perform spatially
constrained textual cue encoding. Moreover, remarkable per-
formance improvements on character recognition algorithms
allows to perform more reliable textual cue encoding. There-
fore, in addition to ABBYY, we use state-of-the-art character
recognition algorithm [54] to perform textual cue encoding.

1) Character localization: The proposed method generates
a gray level text saliency map. To extract textual cues, we need
to know where the text is. However, the generated saliency
map does not provide bounding boxes to explicitly locate
character areas. Therefore, a character localization method is
applied on text saliency map.

A segmentation (binarization) based algorithm is used to
locate text regions. We use the binarization algorithm from
our earlier work [49]. The method is efficient and proven to
work well for natural scene images. The method uses statistics
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Fig. 7. An illustration on how the spatial constraints are used to encode textual
cues. Each box represents a character candidate. These character candidates
are used to form bi- and trigram representations. Bi- and trigrams are formed
only when the spatial constraints are satisfied.

of image intensities. It models the distribution by a generalized
extreme value theory to determine the threshold for binariza-
tion. We refer [49] for the details of the algorithm. Each
connected component generated after binarization process is
considered as a character candidate.

The proposed method is not restricted to a segmentation
algorithm. A sliding-window approach can also be used to
locate text with an exhaustive search in spatial and scale
space. However, a sliding-window approach generates a large
number of candidate regions which need to be processed by a
recognizer. This increases the computational time. Therefore,
a segmentation based approach is used to locate text.

2) Character recognition: The character candidates gener-
ated by the approach outlined in Section IV-B1 are used as
input of a character recognition algorithm [54]. The method
uses a four layer convolutional neural network. The network
takes as input a gray-scale image, resizes it to 24 × 24
pixels, and normalizes the image by subtracting the patch
mean divided by the standard deviation (i.e. whitening). The
output is a probability p(c|x) for the Latin alphabet, digits
and a non-text class resulting in a total of 37 classes. These
character probabilities are obtained by feeding last channels
of the network into a soft-max manner.

3) Spatial constraints: Recognized characters in Sec-
tion IV-B2 are used to encode textual cues. However, the
rich semantics of text cannot be fully conveyed by using only
single characters. Character, ’P’, ’E’, ’A’, ’T’, can be combined
into ’TAPE’, ’PATE’, or ’PEAT’. Therefore, rather than single
characters, we propose to encode textual cues by forming bi-
and trigrams. However, it is still not possible to distinguish
between ’TAPE’, ’PATE’ and ’PEAT’ by considering all
possible bi- and trigram combinations of characters forming
these words. Accordingly, we propose to encode textual cues
with spatial constraints. For instance, recognized characters
of the word ’TAPE’ will form bigrams ’TA’, ’AP’, ’PE’, ’TP’
and ’AE’ whereas the word ’PATE’ will form ’PA’, ’AT’, ’TE’,
’PT’ and ’AE’.

To spatially constrain bi- and trigrams, we propose an
approach similar to spatial pyramid [68] and Pyramidal His-
togram Of Characters (PHOC) [81], [82]. Spatial pyramid en-
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Fig. 6. Original images and text saliency maps obtained. Most of the background regions are filtered out while text regions are preserved by the proposed
method. The proposed method is robust against photometric changes e.g., shadow and highlights, text size, style and orientation.

codes whether a particular visual feature appears in a specific
spatial region of an image. PHOC aims the same to encode
whether a particular character appears in a specific spatial
region of a string. In contrast to these methods, we do not
define exact image/string boundaries to localize information.
We allow more general feature grouping by considering the
following pairwise relations: (i) The ratio of the heights of two
characters (ii) The angle between two character centers (iii)
Euclidean distance between two consecutive character centers
(iv) Shared area between two characters. Thresholds are set
according to state-of-the-art text detection algorithms [3],
[5], [53], [55] which form textlines between characters us-
ing the above constraints. The proposed method establishes
connections between character candidates which satisfy the
spatial constraints. These connections help to form bi- and
trigrams. Then, textual representations are obtained by forming
histograms of character combination occurrences. Each repre-
sentation is independently normalized (L1) and concatenated
to obtain the final textual cue.

The proposed textual cue representation has certain benefits.
First, it is not possible to distinguish anagrams (e.g. TAPE
and PEAT) by considering all possible combinations of the
characters forming the words. Therefore, the spatial constraints
help to preserve the ordering of the characters. Second, the
proposed method explicitly avoids word detection to extract
textual cues. The word formation step causes information loss
due to introduced ad-hoc rules. If the connection between
characters of the word is broken due to ad-hoc rules or missed
characters, the proposed method can still extract textual cues.
For instance, if the character "A" of "TAPE" is missed, word
formation step would most likely not detect the word "TAPE".
However, the proposed textual cue encoding would still encode
"TP" and "TPE" (See Fig. 7 for an illustration).

V. FUSING TEXTUAL AND VISUAL INFORMATION

Extracted textual and visual features are fused using three
techniques, namely, early, late and kernel fusion. In this way,
the relations between different modalities (i.e. text and visual
features) are exploited at various levels of abstraction.

a) Early fusion: Early fusion is performed at the feature
level. After textual and visual features are extracted, the two
modalities are concatenated in a single feature vector. Then,
the Support Vector Machine (SVM) is used to classify this
combined feature vector. Early fusion benefits from learn-
ing the regularities formed by the components independently
based on different modalities. However, it restricts the choice
of classifier and/or kernel to be the same for different modal-
ities.

b) Late fusion: Late fusion is performed at the decision
level. After textual and visual features are extracted, SVM
classifiers are trained on the unimodal features independently.
A prediction is obtained for each modality. Then, these predic-
tions are combined by averaging. In contrast to early fusion,
various classifiers can be trained according to the modalities.
On the other hand, late fusion does not exploit the feature level
correlation among modalities. Moreover, the learning process
for late fusion is more time consuming than early fusion since
each modality requires training a different classifier.

c) Kernel fusion: Kernel fusion is performed at the
kernel level. After the textual and visual features are extracted,
kernels are constructed on the unimodal features. Then, these
kernels are combined by using the sum operation [56].

In this paper, we explore the above fusion techniques to
exploit the relations between modality components for fine-
grained image classification.

VI. VALIDATION OF TEXT SALIENCY

The proposed method provides a text saliency map. [55] is
similar to our approach because it generates a text saliency
map too. Moreover, [55] is a supervised approach which
outperforms other object saliency methods on text detection
on ICDAR13 [58]. To demonstrate the effectiveness of the
proposed method, we compare our results with [55]. The
evaluation metric is used as in [55]. The pixel level annotations
of the ICDAR13 are used as ground truth. The dataset consists
of 229 images. For comparison reasons, the same set of
randomly selected 100 images in [55] is used for testing.
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Fig. 8. Average precision-recall curves on ICDAR13 dataset. The proposed
text saliency method (blue line) is fully unsupervised and achieves higher
recall (after 0.7) with higher precision than Characterness [55] (red dashed
line) which is a supervised text detection method. ’+’ represents the recall
and precision values achieved after applying binarization [49] as described in
Section IV-B1.
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Fig. 9. The number of background and text pixels for the ICDAR13 dataset.
The majority of the scenes consists of background pixels (93%). The text
saliency map is normalized to the range of [0,255]. Different thresholds
indicate the number of text/background after the proposed method is applied.
The results at threshold 0 shows that proposed method suppresses a large
amount of background (53%) while preserving most of the text regions.
The amount of suppressed background reaches (85%) whereas the amount
of missed text detections is still reasonable at threshold 100.

A. Experiments and Results

We evaluate the effectiveness of our text saliency method
based on the precision-recall (PR) curve as proposed by [55].
The generated text saliency map is normalized to the range
of [0,255]. Then, the PR curve for an image is computed by
binarizing the saliency map using thresholds varying from 0
to 255. A full PR curve is generated by averaging PR curves
over all test images.

The results are shown in Fig. 8. The proposed method
(blue line) is fully unsupervised and achieves higher pre-
cision than [55] (red dashed line) at higher recall regions.
We note that high recall character detection is crucial for
textual cue extraction, since missed characters cannot be
recovered. Consequently, missed characters also mean missed
semantic information. We verify the importance of high recall
by character recognition experiments in Section VII-B and
fine-grained classification experiments in Section VIII-B (See
Table II and Table V).

To provide insights in the background removal process, we

Method↓ Character Recognition Recall (%)

Orig. Image + ABBYY 37
Backg. Removed (Proposed) + ABBYY 62

TABLE I
THE IMPACT OF BACKGROUND REMOVAL ON END-TO-END CHARACTER

RECOGNITION ON ICDAR03. ABBYY IS A COMMERCIAL OCR ENGINE.
Orig.Image + ABBYY USES ORIGINAL IMAGE WHEREAS Proposed+ABBYY
USES TEXT SALIENCY MAP (BACKGROUND REMOVED INPUT IMAGES) AS

INPUT FOR ABBYY CHARACTER RECOGNITION. THESE APPROACHES
DIFFER FROM EACH OTHER DUE TO BACKGROUND REMOVAL. THIS SHOWS

THAT ELIMINATING THE BACKGROUND FROM THE IMAGES INCREASES
THE OCR ACCURACY.

measure the total amount of background/text and the amount
that remains after the proposed method has been applied. It is
shown in Fig. 9 that 93% of the pixels of the overall images
consists of background. We represented that the proposed
method reaches higher precision values at higher recall regions
compared to [55]. The reason is that the proposed method
focuses on removing connected background pixels rather than
the detection of text regions. The algorithm benefits from
the background connectivity process to remove larger number
of pixels. At the same time, the proposed method avoids to
reach the text regions (due to contrast). Hence, the proposed
method eliminates more background and misses a limited
number of text pixels. Fig. 9 illustrates that a large number
of background pixels are suppressed (53%) by the proposed
method (at Threshold 0) while only a limited number of text
pixels are missed (0.2%). The proposed method is suited as
pre-processing step for text detection algorithms to reduce the
search space (e.g. [70], [71]). The rest of the paper uses [49]
to binarize the text saliency map. Systematically changing the
threshold values for binarization is only used to obtain PR
curve as in [55]. The proposed method achieves a recall of
90.95% and a precision of 42.35% when [49] is used for
binarization.

VII. CHARACTER RECOGNITION EVALUATION

A. Dataset

End-to-end character recognition performance of our pro-
posed method is evaluated on the publicly available ICDAR03
test dataset. The dataset consists of 5370 letters in 249 images.
The dictionaries supplied by the dataset are not used to refine
the recognition results.

B. Experiments and Results

We conduct two experiments. First, we evaluate the effect
of background removal on the character recognition recall.
Second, we compare the proposed method with state-of-the-
art text detection methods [55], [15], [22]. The characters
are detected using [55], [15], [22]. Then, these characters
are fed into character recognition algorithm [54]. We use
character recognition recall as a performance measure to
compare different methods. If a character has overlap greater
than 0.5 with ground truth character and if it is recognized
correctly, it is considered as true positive.

Experiment I. We compare Proposed+ABBYY against
Orig.Image+ABBYY. For Orig.Image+ABBYY character
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Method↓ Character Recognition Recall (%)

Text Detection [15] + Text Recog. [54] 38
Text Detection [55] + Text Recog. [54] 53
Text Detection [22] + Text Recog. [54] 64
Text Detection [78] + Text Recog. [54] 64
Text Detection (Proposed) + Text Recog. (ABBYY) 62
Text Detection (Proposed) + Text Recog. [54] 79

TABLE II
END-TO-END CHARACTER RECOGNITION PERFORMANCE OF OUR

PROPOSED METHODS AGAINST TEXT DETECTION METHODS [15], [55],
[22], [78] ON ICDAR03. [54] IS USED FOR CHARACTER RECOGNITION
FOR ALL THE METHODS. THE METHODS ONLY DIFFER IN CHARACTER

DETECTION STEPS. THE RESULTS SHOW THAT PROPOSED METHOD
SIGNIFICANTLY OUTPERFORMS [15], [55], [22], [78] ON END-TO-END

CHARACTER RECOGNITION ON ICDAR03. Proposed+ABBYY AND
Proposed+[54] DIFFER IN CHARACTER LOCALIZATION AND RECOGNITION

STEPS. THE RESULTS SHOW THAT Proposed+[54] OUTPERFORMS
Proposed+ABBYY.

recognition, the input image is directly fed into ABBYY
without any processing. Proposed+ABBYY also uses ABBYY
for character recognition. However, text saliency map is
used as input. The results are shown in Table I. Although
removing the background from the images may decrease the
character detection recall in some cases, the experimental
results show that background removal increases the overall
character recognition recall of ABBYY by 25%. This is
because traditional OCR systems are designed to work
on documents with homogeneous backgrounds. Their
performance deteriorates for natural scene images with
cluttered and inhomogeneous background [72].

Experiment II. End-to-end character recognition results of
our proposed methods are compared against state-of-the-art
text detection methods [15], [55], [22]. Table II summarizes
the results. We detect character candidates using state-of-the-
art text detection algorithms [15], [55], [22], [78]. [54] is
used to perform character recognition. End-to-end character
recognition performance obtained using character candidates
of the proposed method significantly outperforms (15%) other
methods. [15], [55], [22] focus on balancing precision and
recall. The authors introduce additional rules or learning-
based steps to filter character candidates to increase the
precision. Targeting a higher precision results in an increase of
missed characters and negatively influences the subsequent text
recognition process. This explains the reason why( [15], [55],
[22])+[54] have lower end-to-end character recognition per-
formance than Proposed+[54]. The proposed method differs
from traditional text detection approaches by having different
tasks (textual cue extraction for fine-grained classification and
logo retrieval) which requires different optimization methods.
In this paper, we design a text detection method aiming at
preserving complete textual information. The comparisons are
made to validate our argument about not forming word candi-
dates because the information loss during the word formation
steps might be irreversible.

MSERs [78] is a widely used approach to obtain connected
components for text detection task. Most of the referred
algorithms are based on MSERs, however the additional
word formation step makes direct comparison with MSERs
not possible. Therefore, to directly compare the quality of

the proposed text detection method with MSERs, we have
performed an additional experiment. MSERs outputs on a
gray-level image are directly used as input to character recog-
nition algorithm [54] (no post processing or character filtering
applied). The MSER+[54] achieves 64% character recognition
recall, whereas our method achieves 79%. The result shows
that the proposed method outperforms MSER for character
detection.

Proposed+ABBYY and Proposed+[54] differ in charac-
ter candidate generation and character recognition steps.
Proposed+[54] (described in Section IV-B) uses the state-
of-the-art character recognition method [54] rather than AB-
BYY as in Proposed+ABBYY (described in Section IV-A).
A significant improvement (17%) over Proposed+ABBYY is
obtained. This indicates that Proposed+ABBYY is restricted
by the accuracy of ABBYY. Proposed+[54] reaches state-of-
the-art end-to-end character recognition accuracy up to 79%
on this dataset.

Efficiency. The experiments are conducted on a laptop
(Intel(R) Core(TM) i7-4810MQ Processor (2.80 GHz)) using
Matlab. To run the method on a 480 × 640 resolution image
takes 0.1s for each color and curvature saliency map extrac-
tions, 0.12s for recovering the background, 0.1s for binariza-
tion and 0.001s for each character candidate recognition.

VIII. FINE-GRAINED CLASSIFICATION

A. Dataset and Implementation Details

Dataset. We use sub-classes of the ImageNet2 building and
place of business sets to evaluate our fine-grained classification
based on text and visual information. The dataset consists of
28 categories with 24,255 images, see Fig. 10 for the list of
categories. In the experiments, we use all images from these
categories. Note that many images may not necessarily contain
scene text fragments. The number of images that contain text
varies e.g. Bistro (21% ) and Dry Cleaner (89%) .

Implementation notes. We use average precision as the
performance metric. We repeat all experiments three times to
obtain standard deviation scores to validate the significance of
the results. We use three types of features as visual baseline
1. a standard bag of visual words (BOW) approach with SIFT
using 4000 words with 1× 3 and 2× 2 spatial pyramid, 2. we
use a pre-trained model of GoogLeNet [23]. The GoogLeNet
is trained on ILSVRC 2012, provided by the Caffe library
3. We use the last average pooling layer as features (1024-
dim), which are further normalized to unit lengths (DEEP),
3. GoogLeNet is fine-tuned with a 28-way softmax classifier.
The learning rate is 0.001, decreased by a factor of 10 every 5
epochs. The weight decay is set to 0.0005 and the momentum
is 0.9. The network is fine-tuned for 20 epochs (DEEP-
FT). We use the histogram intersection (for BOW) and linear
(for DEEP and DEEP-FT) kernels in Libsvm and use its
default value for the C parameter (=1) without any tuning.
For text classification, we use the proposed method based on
unconstrained and spatially constrained bi- and trigrams with
the histogram intersection kernel with the same settings. The

2http://image-net.org/
3https://github.com/BVLC/caffe/tree/master/models/
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Textual Cue Encoding↓ Performance (mAP%)

unconstrained bigrams 13.1
unconstrained trigrams 12.6
Proposed spatially constrained bigrams 24.8
Proposed spatially constrained trigrams 24.0
Proposed spatially constrained [bi+tri]grams 28.4

TABLE III
THE INFLUENCE OF DIFFERENT TEXTUAL CUE ENCODINGS ON

FINE-GRAINED CLASSIFICATION PERFORMANCE (MAP). ENCODING
TEXTUAL CUES AS BI- OR TRIGRAMS PRODUCE SIMILAR RESULTS.

ADDING PROPOSED SPATIAL CONSTRAINS ON TEXTUAL CUE ENCODINGS
SIGNIFICANTLY OUTPERFORMS THE VERSION WITHOUT SPATIAL
CONSTRAINS. COMBINING BI- AND TRIGRAM REPRESENTATIONS

OUTPERFORMS EACH INDIVIDUAL REPRESENTATION.

visual and textual modalities are fused using Kernel Fusion
described in section V.

B. Experiments and Results

We perform seven experiments. First, we evaluate the in-
fluence of different textual cue encodings on the final clas-
sification performance. Second, we quantify the impact of
textual cues for fine-grained classification. Third, we compare
our results against state-of-the-art text detection methods for
textual cue extraction. Fourth, we assess the influence of three
different fusion strategies. Fifth, we quantify the complemen-
tarity of the extracted features. Sixth, we quantify the impact
of local and global visual cues and, their combinations with
textual cue for fine-grained classification. Seventh, we discuss
the influence of the performance change with respect to the
amount of text in images.

Experiment I. We evaluate the following textual cue encod-
ings: (1) unconstrained bigrams, (2) unconstrained trigrams
(3) spatially constrained bigrams, (4) spatially constrained
trigrams, and (5) spatially constrained bi- + trigrams. The
results are summarized in Table III. Representing textual cues
in terms of bi- or trigrams produce similar results. However,
the combination outperforms each individual representation.
Finally, the significant performance improvement between
spatially constrained and unconstrained textual representations
indicates that spatially constraining textual representations
increases discriminative power of textual cues.

Experiment II. To quantify the influence of visual and
textual cues, we compare the results of visual-only (BOW),
visual-only (DEEP), visual-only (DEEP-FT), textual-only, tex-
tual+BOW, textual+DEEP and textual+DEEP-FT. The classi-
fication scores per category are shown in Fig. 10 and mAP is
given in Table IV. The approach using textual cues, extracted
by the proposed method, achieves an accuracy of 28.4%. The
baselines using visual-only features achieve 34.9%, 54.5% and
60.3% for BOW, DEEP and DEEP-FT respectively. Using
more discriminative visual features (DEEP-FT) significantly
improves the visual baseline of BOW (26%). Using textual
cues in combination with visual cues increases the mean
average precision up to 47.9%, 66.2% and 70.7% for BOW,
DEEP and DEEP-FT respectively. The performance gain due
to combining visual and textual cues is preserved, 13%,
12% and 10.4% for BOW, DEEP and DEEP-FT respectively
(even though their individual performance are substantially

Source of Info. ↓ Performance (mAP%)

Textual-only 28.4

Visual-only (BOW) 34.9
Visual-only (DEEP) 53.3
Visual-only (DEEP-FT) 60.3

Textual + Visual (BOW) 47.9
Textual + Visual (DEEP) 66.2
Textual + Visual (DEEP-FT) 70.7

TABLE IV
THE IMPACT OF TEXTUAL AND VISUAL CUES FOR FINE-GRAINED

CLASSIFICATION RESULTS (MAP). THE RESULTS SHOW THAT TEXTUAL
CUES EXTRACTED BY THE PROPOSED METHOD ACHIEVE LIMITED

ACCURACY, 28.4%. THE LOW PERFORMANCE OF VISUAL-ONLY SHOWS
THAT VISUAL INFORMATION IS NOT SUFFICIENT. COMBINING TEXTUAL

AND VISUAL CUES SIGNIFICANTLY OUTPERFORMS VISUAL-ONLY RESULTS
WITH 13%, 12% AND 10.4% FOR BOW, DEEP AND DEEP-FT
RESPECTIVELY. THIS SHOWS THAT TEXTUAL INFORMATION IS

BENEFICIAL FOR FINE-GRAINED CLASSIFICATION AND IS
COMPLEMENTARY TO THE VISUAL CUES. THE GAIN IN THE

PERFORMANCE IS ALMOST THE SAME FOR THREE DIFFERENT
VISUAL-ONLY BASELINES, EVEN THOUGH THEIR PERFORMANCE ARE AT

DIFFERENT RANGES. THIS IS DUE TO THE FACT THAT TEXTUAL AND
VISUAL CUES ARE FROM COMPLETELY DIFFERENT SOURCES.

Method ↓ Performance (mAP%)

Textual-only (Text Detection [15]) 10.9
Textual-only (Text Detection [22]) 17.8
Textual-only (Text Detection [55]) 19.9
Textual-only (Text Detection Proposed) 28.4

Textual (Text Detection [15]) + Visual (DEEP-FT) 63.0
Textual (Text Detection [22]) + Visual (DEEP-FT) 66.4
Textual (Text Detection [55]) + Visual (DEEP-FT) 67.6

Textual (Text Detection Proposed) + Visual (BOW) 47.9
Textual (Text Detection Proposed) + Visual (DEEP) 66.2
Textual (Text Detection Proposed) + Visual (DEEP-FT) 70.7

TABLE V
COMPARISON OF FINE-GRAINED CLASSIFICATION RESULTS OF TEXTUAL

CUES USING THE PROPOSED TEXT DETECTION METHOD AND
STATE-OF-THE-ART TEXT DETECTION METHODS [55], [15], [22]. Textual
METHODS DIFFER IN TEXT DETECTION. TEXTUAL CUES ARE EXTRACTED

FOR ALL THE METHODS AS PROPOSED IN THIS PAPER. [54] IS USED TO
PERFORM CHARACTER RECOGNITION. BI- AND TRIGRAMS ARE FORMED

BETWEEN THE RECOGNIZED CHARACTERS BY CONSIDERING THE
PROPOSED SPATIAL PAIRWISE CONSTRAINTS. THE PROPOSED METHOD
SIGNIFICANTLY OUTPERFORMS [55], [15], [22] FOR TEXTUAL-ONLY

CUES AND ALSO VISUAL+TEXTUAL CUES.

different). Hence, textual information is beneficial for fine-
grained classification and is complementary to visual cues.

Adding textual information to visual cues improves the
accuracy of 26 out of the 28 classes. The low accuracy for
textual cues compared to visual cues can be explained by the
lack of scene text in many images, as is the case for the
Bistro class. Nevertheless, text cues outperform visual cues
for Discount House, Steak House, PawnShop, Cafe and Dry
Cleaner. Intra-class variation for Discount House and Steak
House are high. Therefore, the images within these classes
are visually dissimilar and are difficult to group them together
without text (even for humans).

Experiment III. The proposed method is compared against
the state-of-the-art text detection methods [55], [15], [22] for
textual cue extraction. The methods only differ in character
detection. The same steps are followed for all the methods
to extract textual cues as proposed in this paper. Table V
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Fig. 10. Fine-grained classification results on each class for visual-only
(DEEP-FT), textual-only and proposed method. The visual mAP is 60.3±0.2,
text is 28.4±1.7 and proposed is 70.7±0.6. Adding textual cues significantly
outperforms (10.4%) visual-only results.

Fusion Strategy ↓ Performance (mAP%)

Early 71.0
Late - sum 70.0
Late - weighted sum 69.8
Late - product 65.0
Kernel 70.7

TABLE VI
COMPARISON OF DIFFERENT STRATEGIES FOR MULTIMODAL

INFORMATION FUSION.

illustrates that textual cues extracted by the proposed method
outperforms [55], [15], [22]. This is because [55], [15], [22]
focus on keeping the balance between precision and recall.
These methods eliminate character candidates to increase
precision which also increases the number of missed characters
(lower recall). The missed characters are lost and cannot be
recovered. This also means missed semantic information for
fine-grained classification. Moreover, we compare our previous
result in [2] for which we encode the textual cues using
unconstrained bigrams, ABBYY for character recognition and
BOW for visual features. Our previous result is 39%. Tex-
tual(Proposed)+BOW outperforms it significantly (9%). This
shows the importance of 1. spatially constraining bigrams, 2.
adding another layer of encoding (trigrams), 3. high char-
acter recognition performance on fine-grained classification.

Source of Feat. ↓ Performance (mAP%)

Textual-only (Text Detection [15]) 10.9
Textual-only (Text Detection [22]) 17.8
Textual-only (Text Detection [55]) 19.9
Textual-only (Text Detection Proposed) 28.4
Textual-only (Proposed+[15]+[22]+[55]) 28.4

Visual-only (BOW) 34.9
Visual-only (DEEP) 53.3
Visual-only (DEEP-FT) 60.3
Visual-only (BOW + DEEP) 55.8
Visual-only (BOW + DEEP-FT) 62.9
Visual-only (DEEP + DEEP-FT) 62.1
Visual-only (BOW + DEEP + DEEP-FT) 63.5

Visual (BOW + DEEP + DEEP-FT) + Textual (Proposed) 71.6
TABLE VII

THE IMPACT OF COMBINING THE SAME AND DIFFERENT MODALITIES ON
FINE-GRAINED CLASSIFICATION PERFORMANCE. TEXTUAL CUES ARE

EXTRACTED IN THE SAME MANNER FOR Textual(Proposed) AND
Textual([55]). THEY DIFFER ONLY IN DETECTING TEXT REGIONS.

COMBINING THEM DOES NOT INFLUENCE THE OVERALL ACCURACY.
VISUAL CUES ARE EXTRACTED USING DIFFERENT FEATURES.

THEREFORE, COMBINING BOW AND DEEP/DEEP-FT STILL IMPROVES
DEEP/DEEP-FT ONLY. THE LARGEST GAINS ARE OBTAINED WHEN

DIFFERENT MODALITIES ARE COMBINED.

Additionally, using more discriminative visual features [23]
significantly improves the visual baseline. Consequently, the
proposed method outperforms [2] by a large margin (32%).

Experiment IV. We assess the influence of the three
different fusion strategies. These strategies are outlined in
section V. Late fusion is performed in three different ways (i)
predictions from each modality are combined equally using
a sum operation (sum), (ii) another classifier is trained on
top of predictions of the modalities to obtain weights to
sum predictions from different modalities (weighted sum) and
(iii) predictions from different modalities are added using a
product operation (product). Table VI shows the results. Early
performs slightly better than the rest. Early fusion benefits
from learning the correlation between features of textual and
visual modalities. sum and weighted sum performs in a similar
way and better than product. Kernel fusion performs slightly
lower than early fusion. However, Kernel is still beneficial
since it does not restrict the choice of kernel to be the
same for different modalities. Therefore, Kernel is used for
comparisons.

Experiment V. In this experiment, we explore the com-
plementarity of the extracted features. All combinations are
performed using kernel fusion strategy. The results are sum-
marized in Table VII. Textual features extracted by different
methods only differ in detected text regions. Beside that,
textual cues are obtained in the same way. Therefore, com-
bining textual cues together does not influence the overall
accuracy. This also indicates that the proposed method covers
all the information that [55], [15], [22] carries and more. BOW
and GoogLeNet visual baselines are extracted using different
features. Therefore, combining BOW and DEEP/DEEP-FT
still improves DEEP/DEEP-FT only. This indicates that BOW
and DEEP/DEEP-FT visual features are useful for fine-grained
classification on this dataset. Combining all the extracted
features still improves with 1% over the best result obtained
in previous experiment (70.7%). Moreover, combining textual
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Source of Feat.↓ Pre-trained GoogLeNet (DEEP) Fine-tuned GoogLeNet (DEEP-FT)

Global Visual Cue 53.3 60.3
Local Visual Cue 56.1 59.3
Local and Global Visual Cues 58.4 64.7
Local and Global Visual Cues + Textual Cues (Proposed) 69.3 73.6

TABLE VIII
THE IMPACT OF LOCAL AND GLOBAL VISUAL CUES AND, THEIR COMBINATIONS WITH TEXTUAL CUE FOR FINE-GRAINED CLASSIFICATION. THE

RESULTS ARE REPORTED IN MEAN AVERAGE PRECISION (%).

cues still significantly improves the performance even after
combining all visual features. This indicates complementarity
of visual and textual modalities.

Experiment VI. In this experiment, we quantify the impact
of local and global visual cues and, their combinations with
textual cue for fine-grained classification. To this end, we
extract 100 regions from each image using EdgeBoxes [77]
(object proposal algorithm). We represent each region by pre-
trained (DEEP) and fine-tuned (DEEP-FT) GoogLeNet [23]
features. To incorporate the local information we use the kernel
function in [80] which is described as

k =
1

n1

1

n2

100∑
i=1

100∑
j=1

di · dj , (6)

di · dj is the cosine similarity of the two regional features,
and n1 and n2 are the normalization factors to ensure the
self-similarity to be 1. The above kernel cross compares all
the local regions. Table VIII summarizes the result. From
Table VIII it can be derived that by including the local visual
information, we improve the visual baseline performance from
53.3% to 58.4% when using pre-trained GoogLeNet (DEEP),
and from 60.3% to 64.7% for fine-tuned GoogLeNet (DEEP-
FT). Most importantly, even though the visual baselines
are improved by including local regional visual information,
adding the proposed textual cues can still dramatically boost
the performance. We conclude that scene text in images
provides highly complementary information to the visual cue,
globally or locally.

Experiment VII. In this experiment, we discuss the perfor-
mance change with respect to the amount of text in images.
To this end, we have annotated text regions (as word bounding
boxes) for the first 10 classes of the Con-Text dataset (in
alphabetical order). We report per-class, 1. the total number of
images, 2. the number of images with text, 3. the percentage of
images with text with respect to the total number of images,
4. fine-grained classification rates (mAP) using only textual
information (see Table IX).

"Dry Cleaner" obtains the maximum classification rate
(71%). Hence, there is a strong correlation with the amount of
text and the fine-grained classification rate since "Dry Cleaner"
has the maximum number of images with text and also a high
text percentage (89%). This holds also for the other classes
which contain a high number of images with text, and a high
text percentage (e.g. BookStore, Country Store). The proposed
multimodal classification rate is low when the number of
images with text and text percentage is limited (e.g. Bistro,
ComputerStore). The text percentage alone is not a conclusive

indicator for high classification rate (e.g. DiscountHouse). It
is necessary that there is enough data (number of images
with text) to learn from. Moreover, overlapping text is also
important. For instance, "Country Store" has a high number
of images and text percentage. However, the classification rate
is relatively small compared to "Dry Cleaner". This is due to
the diversity of text descriptions.

IX. LOGO RETRIEVAL

In logo retrieval, the aim is to find all images of a query
logo in an image collection, e.g., Starbucks. Logos may consist
of text alone or text is an important part of the logo itself
such as Starbucks, Ford, FedEX and Google. However, in logo
retrieval, recognized text in natural scene images has never
been exploited before [63], [65], [64].

A. Dataset and Implementation Details

Dataset. Our approach is validated on FlickrLogos-32 [67].
The dataset consists of 32 brand logos, e.g., Texaco, Pepsi
and Google and 30 queries per logo resulting in a total of 960
queries. The search set contains 40 images per logo and 3000
non-logo images.

Implementation notes. Again, we use average precision
as the performance measure. To represent the visual cues, a
standard bag of visual words (BOW) approach is used with a
visual vocabulary of size 1 million. This visual representation
reaches a retrieval accuracy of 54.8% mAP. This accuracy
corresponds with what has been reported in [65]. To represent
textual cues, we use spatially constrained bi- and trigrams and
their combinations. The character candidates within the query
bounding boxes are kept for the query images to represent
textual cues. The images are ranked by the cosine similarity
between the normalized textual representations. To combine
the visual and textual cues, we use late fusion.

B. Experiments and Results

We conduct two experiments. First, we quantify the influ-
ence of textual cues and the effect of different levels of textual
cue encodings for logo retrieval. In the second experiment, we
evaluate the complementarity of textual and visual cues for
logo retrieval.

Experiment I. We evaluate different textual cue encodings:
(1) bigrams, (2) trigrams and (3) bi- + trigrams. The results are
summarized in Table X. Representing textual cues as bi- or
trigrams produces similar results. However, combining both
representations outperforms the individual encodings. This
implies that bi- and trigrams have similar discriminative power,
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Class↓ Total Num. Images Num. Images with Text Text Percentage (%) Performance (mAP%)

Bakery 1214 467 38 21.19
Barber 1573 635 40 35.81
Bistro 287 59 21 3.12
BookStore 1333 724 54 44.46
Cafe 839 438 52 25.80
DryCleaner 1195 1065 89 71.46
ComputerStore 287 142 49 5.38
CountryStore 1224 866 71 35.01
Diner 1136 781 69 30.95
DiscountHouse 43 42 98 25.63

TABLE IX
THE DISTRIBUTION OF IMAGES WITH TEXT AND WITHOUT TEXT FOR THE FIRST 10 CLASSES OF THE FINE-GRAINED DATASET.

Textual Cue Encoding↓ Performance (mAP%)

bigrams 19.0
trigrams 18.9
[bi+tri]grams 23.9

TABLE X
THE INFLUENCE OF DIFFERENT TEXTUAL ENCODINGS E.G., BI- AND

TRIGRAM AND BI- +TRIGRAM IN LOGO RETRIEVAL. BI- AND TRIGRAMS
PRODUCE SIMILAR RESULTS. COMBINING BI- AND TRIGRAM

OUTPERFORMS EACH INDIVIDUAL REPRESENTATION.

Source of Info. ↓ Performance (mAP%)

textual-only 23.9
visual-only 54.8
textual+visual 57.4

TABLE XI
LOGO RETRIEVAL RESULTS (MAP) FOR TEXTUAL-ONLY, VISUAL-ONLY

AND TEXTUAL+VISUAL. THE RESULTS SHOW THAT THE METHOD BASED
ON TEXTUAL CUES EXTRACTED BY THE PROPOSED METHOD ACHIEVES AN

ACCURACY OF 23.9%. COMBINING TEXTUAL AND VISUAL CUES
INCREASES THE ACCURACY. THIS SHOWS THAT TEXTUAL INFORMATION

IS BENEFICIAL FOR LOGO RETRIEVAL AND IS COMPLEMENTARY TO
VISUAL CUES.

yet they capture information at different levels. Therefore, they
are complementary to each other.

Experiment II. To assess the influence of textual cues,
we compare the results of textual-only, visual-only and tex-
tual+visual. The results are summarized in Table XI. The
results show that the method based on textual cues extracted
by the proposed method achieves an accuracy of 23.9%. Using
textual and visual cues increases mAP up to 57.4%. This
implies that textual information is beneficial for logo retrieval.
And that textual information is complementary to visual cues.

Textual cues improve the retrieval accuracy of the logos
which are formed by only text e.g., esso, aldi and stella
artois (See Figure 11.a for sample images). However, textual
cues are not effective, (i) when the characters of the logos
are all connected e.g., fedex and ford. This is because the
proposed character detection algorithm behaves the full word
as a character. Therefore, proper recognition of characters
forming the word fails. (ii) when logos do not contain any text
e.g., apple and ferrari. It is clear that the multimodal approach
requires textual input. (iii) when the characters are not in a
common text font e.g., milka. Character recognition algorithm
has difficulties to correctly recognize characters when they are
not in common text fonts. Figure 11.b illustrates some visual

(a) 

(b) 

Fig. 11. Sample images from FlickrLogos-32 to illustrate (a) where the
proposed multimodal approach improves visual-only retrieval performance
and (b) where it is not effective for visual-only retrieval performance.

samples where the textual cues do not improve visual-only
logo retrieval performance.

X. CONCLUSION

A method has been introduced to combine textual with
visual cues for fine-grained classification and logo retrieval.
While the state-of-the-art relies on visual cues only, this paper
is the first work which proposes to combine recognized scene
text and visual cues for fine-grained classification and logo
retrieval. To extract text cues, we have proposed a generic,
efficient and fully unsupervised algorithm for text detection.
The proposed text detection method does not directly detect
text regions but instead aims to detect background to infer
text location. Remaining regions after eliminating background
are considered as text regions. Then, text candidates have
been processed by two methods to perform text recognition
i.e. ABBYY commercial OCR machine and state-of-the-art
character recognition algorithm [54]. Bi- and trigrams have
been formed between the recognized characters by using
proposed spatial encoding.

The proposed algorithm achieves state-of-the-art (end-to-
end) character recognition accuracy on the ICDAR03. It is
shown that bimodal information fusion of visual and tex-
tual cues increased the fine-grained classification accuracy
by 10.4%. The proposed method outperforms state-of-the-art
text detection methods [55] on text saliency and [15], [55],
[55] on (end-to-end) character recognition and fine-grained
classification. We improve earlier version of this paper [2]
for fine-grained classification from 39.0% to 70.7% in mAP.
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Moreover, we applied our work also for logo retrieval. Textual
cues proven to be complementary to visual cues for logo
retrieval too. Combining textual and visual cues improves the
logo retrieval performance over visual-only from 54.8% to
57.4%.
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