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ABSTRACT

Raindrops appeared on windscreens or window glass can degrade the visibility of the
outside scenes. If we can detect and later remove the raindrops, many applications
such as intelligent vehicle system will benefit from it.

In this thesis, we intend to focus on developing methods of automatic raindrop
detection and removal. And we utilizes raindrop to perform a few image processing
tasks. To achieve these goals, we have theoretically analyzed the imaging system with
the presence of water drops. Based on our analysis, we have developed three automatic
raindrop detection and removal systems. Further more, with the insights on properties
of water drops, we developed an single image stereo system using water drops.

The first system utilizes the assumption of the smooth motion of camera/scene. The
idea is to use long range trajectories to discover the motion and appearance features
of raindrops locally along the trajectories. These motion and appearance features are
obtained through our analysis of the trajectory behavior when encountering raindrops.
These features are then transformed into a labeling problem, which the cost function
can be optimized efficiently. Having detected raindrops, the removal is achieved by
utilizing patches indicated, enabling the motion consistency to be preserved. Our
trajectory based video completion method not only removes the raindrops but also
complete the motion field, which benefits motion estimation algorithms to possibly
work in rainy scenes. Experimental results on real videos show the effectiveness of the
proposed method.

The second system is also based on the smooth motion which is a fast and robust
method. In comparing with the first method, this method aims to speed up the video
restoration by replacing the dense motion estimation with sparse motion and interpo-
lation. In the situations that the motion is smooth and stable, the restoration quality is
comparable with the first method. It is principally based on sparse matching and in-
terpolation. First, SIFT, which is robust to arbitrary motion, is used to efficiently obtain
sparse correspondences in neighboring frames. To ensure these correspondences are
uniformly distributed across the image, a fast dense point sampling method is applied.
Then, a dense motion field is generated by interpolating the correspondences. An
efficient weighted explicit polynomial fitting method is proposed to achieve spatially
and temporally coherent interpolation. In the experiment, quantitative measurements
were conducted to show the robustness and effectiveness of the proposed method.

The third system is based on the contraction properties of water drops. The core
idea is to exploit the local spatio-temporal derivatives of raindrops. First, we explicitly
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model adherent raindrops using law of physics, and then, detect them based on these
models in combination with motion and intensity temporal derivatives of the input
video. Second, relying on an analysis that some areas of a raindrop completely occludes
the scene, yet the remaining areas occlude only partially, we remove the two types
of areas separately. For partially occluding areas, we restore them by retrieving as
much as possible information of the scene, namely, by solving a blending function
on the detected partially occluding areas using the temporal intensity derivative. For
completely occluding areas, we recover them by using a video completion technique.
Experimental results using various real videos show the effectiveness of the proposed
method.

Based on the experience on detecting and removing rain drops, we find that water
drops are not always noise in image/video but can be used to perform a variety of
vision tasks. Therefore, we propose a novel single image stereo system, which utilizes
a common camera with a few water drops. The key idea is that a single water drop
adhered to window glass is totally transparent and convex, and thus can be considered
as a fisheye lens. If we have more than one water drop in a single image, then through
each of them we can see the environment with different view points, similar to stereo.
To accomplish this idea, foremost, we need to rectify every water drop imagery to
make distorted planar surfaces look flat. For this, we consider two physical properties
of water drops: (1) a static water drop has constant volume, and its geometric convex
shape is determined by the balance between the tension force and gravity. In other
words, the geometric shape can be obtained by minimizing the overall potential energy,
which is the sum of the tension energy and the gravitational potential energy. (2) The
imagery inside a water-drop is determined by water-drop geometric shape and total
reflection at the boundary. This total reflection generates a dark band commonly
observable in any adherent water drops. Once the geometry of water drops recovered,
we rectify the drop images through ray-tracing. Based on a set of the rectified images
of water drops, we can compute depth using the concept of stereo. In addition, we can
also refocus the whole input image. Experiments on real images and a quantitative
evaluation show the effectiveness of our proposed method. To our best knowledge,
never before have adherent water drops been used to estimate depth.
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Chapter 1

Introduction

1.1 Background
Outdoor vision system is used for various tasks such as navigation and surveillance.

It can be adversely affected by bad weather conditions. In a rainy day, it is inevitable
that raindrops will appear on the windscreen, camera lens, or the protecting shield.
These adherent raindrops will cause large area of data to be missing. Because of this, the
performances of many algorithms of outdoor vision systems (such as feature detection,
tracking, stereo correspondence, etc.) will be significantly degraded.

Especially, in order to digitally archive the 2011 Japan Earthquake, our lab uses car-
mounted video camera to record street views in the earthquake area. Some of the video
is taken in rainy day. Raindrops adhered to camera lens cause large area of data missing.
Performance of pro-processing computer vision tasks such as object detection, image
registration, video stabilization and frame interpolation are significantly degraded.
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Figure 1.1: Examples of video taken in a rainy day during the digital archiving of the
2011 Japan Earthquake.
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1.2 Motivation and Goals
To make the video with adherent raindrops visually satisfying and to enhance the

performance of computer vision tasks, it is essential to remove the raindrops.
There are two main steps of adherent raindrops removal.:
1. Raindrops detection.
2. Video Repairing.
For raindrops detection, algorithms to automatically detect raindrops with any

shape and size are demanded. Above that, efficient method which could detect rain-
drops in real-time or nearly real-time is demanded.

For video repairing, algorithm which could handle complex outdoor environment
is demanded. The repairing algorithm should robustly repair video with both spatially
large and temporally large data missing. The algorithm should work well on fast
changing video, slowly changing video and static image. The video should work well
on both textured and non-textured video. Above that, computational efficiency is also
required for large scale data.

We find that water drops is not always noise in image/video by can be used to
performance a variety of vision tasks, e.g.stereo. To achieve this goal, we need two
steps:

1. Water drop geometry estimation
2. Drop image rectification.
3. Stereo
The 3D geometry estimation is not a trivial task, because a single image can only

provide a 2D project. To achieve this goal we model the water drop as a minimum en-
ergy surface. To solve the minimum energy surface, we also need an efficient algorithm.
Based on it, the drop image rectification and stereo can be performed.
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(a) Various shapes 

(c) Blurring 

(b) Transparency 

(d) Glare 

(e) Raindrop detection 

(f) Raindrop removal 

Figure 1.2: (a-e) The various appearances of raindrops. (e-f) The detection and removal
result by our method.
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1.3 Related Works

1.3.1 Bad Weather Visibility Enhancement

Removing the influence of haze, mist, fog (e.g., [59, 11, 23, 39]), rain and snow
(e.g., [3, 16]) have been well exploited. Dealing with rain, Garg and Nayar model rain
streaks [15], and devise algorithms to detect and remove them [17, 16]. Later, Barnum
et al. [3] propose a method to detect and remove both rain and snow. Single-image
based methods are proposed by Kang et al. [30] and Chen et al. [7]. Unfortunately,
applying these methods to handle adherent raindrops is not possible, since the physics
and appearance of falling raindrops are significantly different from those of adherent
raindrops.

1.3.2 Sensor/lens Dust Removal

Sensor dust removal is to some extent a related topic to raindrop detections. Willson
et al. [68] give a detailed analysis on the imagery model with dust adhered to the
lens. Dust blocks light reflected from objects and scatter/reflect light coming from
the environment. The former is called a dark dust artifact, and the latter a bright
dust artifact. Zhou and Lin [75] propose method to detect and remove small dark
dust artifacts. Gu et al. [19] extend the solution to sufficiently blurred thin occluders.
Although adherent raindrops can be considered as a kind of sensor dust, existing sensor
dust removal methods cannot handle adherent raindrops, since raindrops can be large
and are not as blurred as dust. Moreover, raindrop appearance significantly more
varies than dust appearance.

1.3.3 Adherent Raindrop Detection and Removal

A few methods for detecting adherent raindrops have been proposed. Roser et
al. attempt to model the shape of adherent raindrops by a sphere crown [46], and later,
Bezier curves [47]. These models, however, are insufficient, since a sphere crown and
Bezier curves can cover only a small portion of raindrop shapes. Kurihata et al. [32] and
later Eigen et al. [10] approach the problem through machine learning. However, as
shown in Fig. 1.2.a-d, collecting the training images for all various shapes, environment,
illumination and blur are considerably challenging. Both of the methods are limited
to detect small, clear and quasi-round rain spots. Yamashita et al. propose a detection
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and removal method for videos taken by stereo [70] and pan-tilt [69] cameras. The
methods utilize specific constraints from those cameras and are thus inapplicable for a
single camera. Hara et al. [20] propose a method to remove glare caused by adherent
raindrops by using a specifically designed optical shutter. As for raindrop removal,
Roser and Geiger [46] address it using image registration, and Yamashita et al. [70, 69]
utilize position and motion constraints from specific cameras.

1.3.4 Video Completion

Video completion has been intensively exploited by computer vision researchers.
Only those methods work with large spatio-temporal missing areas can be used to
remove detected adherent raindrops. Wexler et al. [67] propose an exemplar based
inpainting method by assuming the missing data reappears elsewhere in the video.
Jia et al. [27] exploit video completion by separating static background from moving
foreground, and later [26] exploit video completion under cyclic motion. Sapiro and
Bertalmio [50] complete the video under constrained camera motion. Shiratori et al. [52]
and Liu et al. [35] first calculate the motion of the missing areas, and then complete the
video according to the motion. Unfortunately, outdoor environments are too complex
to satisfy static background, cyclic motion, constrained camera motion, etc. Therefore,
we use cues from our adherent raindrop modeling to help the removal.

1.3.5 3D Reconstruction from a single image

Exisiting researches have explored the 3D reconstruction of opaque object from a
single image. Because the problem is ill-posed, addition assumptions has been used
to solve the problem. For example, shape from shading by [25], shape from texture by
[38], shape from defocus by [12] and piece-wise planarity by [24]. Specifically, a few
approaches has been proposed from shape from silhouette which aims to reconstruction
a bounded smooth surface surface [60, 22, 44, 28, 42, 64]. Among which, [44] reconstruct
the surface with minimum area and [42] proposed a speed-up version. However, none
of the above method directly aim to model water or other transparent liquid from a
single image.
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1.3.6 Modeling of water

[16, 46, 71] propose methods on modeling air-borne or adherent rain drops. How-
ever, they considers raindrop as noise, 3D reconstruction are not discovered. [47]
exploited fitting water drop surface using B-splines, however, they are only fitting
the sihoulletes using 1D splines. A few researches has exploit the under water imag-
ing [40, 61, 41, 29]. However, they assume the water surface are dynamic which are
dominant by transition of waves and does not suit our problem.

1.3.7 Transparency object modeling

Stereo and light field using perspective camera with extra mirrors and lens has
been explored in the society. For example, [2, 58] propose methods using sphere
mirror; [33] propose method uses arrays of planar mirrors; [57, 45] propose the axial
cameras. However, all the above methods assume the ridial or planar symetry of the
media(mirror/lens) which are not satisfied in the case of water drops.
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1.4 Approaches to Achieve The Goal
To achieve the above mentioned goals, we proposed a few approaches in this thesis.

Modeling First of all, we theoretically model the properties on the adherent wa-
ter drops of its physical and imagery properties. Specifically, we model the 1. The
environment; 2. The raindrop intrinsic parameters; and 3. The camera parameters.

Detection Based on the modeling, we propose three detection methods: 1. The
long-range trajectory based method. 2. The contraction based method. 3. The edge
detection based method. These methods will be introduced in Sec. 3, Sec. 4 and Sec. 5
correspondingly.

Raindrop Removal and Video Completion After the water drops are identified, we
remove then and repair the video. Specifically, we propose three different methods on
video completion. 1. The long-range trajectory based method, with will be introduced
in Sec. 3.1. 2. The smooth camera motion based method which will be introduced in
Sec. 3.2 and The blend-in model based method which will be introduced in Sec. 4.

Utilization of water drops To accomplish the idea on utilization of water drops for
stereo, foremost, we need to rectify every water drop imagery to make distorted planar
surfaces look flat. For this, we consider two physical properties of water drops: (1) a
static water drop has constant volume, and its geometric convex shape is determined
by the balance between the tension force and gravity. In other words, the geometric
shape can be obtained by minimizing the overall potential energy, which is the sum
of the tension energy and the gravitational potential energy. (2) The imagery inside
a water-drop is determined by water-drop geometric shape and total reflection at the
boundary. This total reflection generates a dark band commonly observable in any
adherent water drops. Once the geometry of water drops recovered, we rectify the
drop images through ray-tracing. Based on a set of the rectified images of water drops,
we can compute depth using the concept of stereo. In addition, we can also refocus the
whole input image.



1.5. Contributions 9

1.5 Contributions
In this thesis, three complete algorithms to remove adherent raindrops in video are

proposed. And an algorithm to perform single image stereo using water drop images.
For raindrops detection:

I. Algorithms which could detect raindrops with any size and shape are proposed.
II. Accuracy of our algorithm outperforms all existing algorithms.
III. Our proposed real-time computational efficiency which is essential for many

outdoor vision tasks.
For video repairing:

I. Algorithm which could repair video with both spatially and temporally large
missing area is proposed.

II. Case by case solution which could handle complex situations (complex motion
and complex structure) in outdoor vision system is proposed.

III. Computational efficiency is achieved by using the proposed sparse matching
based motion estimation.
For single image stereo:

I. A novel single image stereo method which utilized only water drops and a
common 2D camera is proposed.

II. A novel single image liquid geometry estimation which utilized the miminum
energy surface and total, reflection is proposed.

III The system enables more image processing tasks such as stereo and refocus.
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1.6 Thesis Overview
Chapter 2 is the modeling of the imaging system and raindrops. The image system

is based on three parts: 1. The environment; 2. The raindrop intrinsic parameters; and
3. The camera parameters. In the first section, we model the intrinsic properties of
raindrops: those properties which are not depending on the environment or the camera
setting. In the second section, we model the properties of raindrop imaging which are
relying on the camera setting. In the third section, we model the properties of raindrop
imaging which are depending on the environment.

Chapter 3 describes the trajectory based methods, which is replying on our model-
ing of the smooth motion from the camera and environment. There are two methods
relying on the modeling. The first one is: Raindrop Detection and Removal from Long
Range Trajectory. [73], which will be introduced in the first sub-chapter and the second
method is: Robust and Fast Motion Estimation for Video Completion [72], which will
be introduced in the second sub-chapter.

Chapter 4 introduces the method using the assumption which is relative more
depending on the raindrop intrinsic modeling, says, the blend-in modeling. As intro-
duced in Chapter 2.2, using the blend-in model, the proposed method does not need
to assume the camera undergoes a smooth motion. The method is appeared in [71].

Chapter 5 introduces the methodology single image stereo system which utilizes a
common camera with a few water drops. And applications on stereo, refocus are also
introduced.

Chapter 6 is the discussion and conclusion.
1.3 is an illustration of the overview of the thesis.
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Figure 1.3: An overview of the thesis.
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Chapter 2

Modeling

Before proposing methods to detect and remove adherent raindrops in video. In
this chapter, we explicitly model the imaging system in rainy scene.

Figure 2 illustrates the imagery model of the rainy scenes. As can be seem, the
raindrop appearance is based on three parts: 1. The environment; 2. The raindrop
intrinsic parameters; and 3. The camera parameters.

In the first section, we model the intrinsic properties of raindrops: those properties
which are not depending on the environment or the camera setting.

In the second section, we model the properties of raindrop imaging which are
relying on the camera setting.

In the third section, we model the properties of raindrop imaging which are de-
pending on the environment.

The last section is the summary.
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Figure 2.1: The imagery model of the rainy scenes.
The raindrop appearance is based on three parts: 1. The environment; 2. The raindrop
intrinsic parameters; and 3. The camera parameters..
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2.1 Modeling of Raindrops
In this section, we model the intrinsic properties of raindrops: those properties

which are not depending on the environment or the camera setting. Specifically, we
model the raindrop size, shape and dynamics.

2.1.1 Size

Unlike estimating the size of airborne raindrops, which is mentioned in the work of
Garg et al. [16], estimating the size of adherent raindrops is not trivial. Since it depends
on the gravity, water-water surface tensor, water-adhering-surface tensor and many
other parameters.

Fortunately, it is possible to set an upper bound of the size by using few parameters.
As illustrated in Fig. 2.2.a, to prevent raindrops from sliding down, both the two-phase
point (water-air) and three-phase points (water-air-material), the surface tensor should
balance the pressure. This also prevents the water drop from breaking down. Although
estimating the balance and upper boundary of the three phase points is intractable due
to the unknown parameters of the material, estimating the balance and upper bound
of two-phase point has been studied by physicists, and can be used to derive an upper
bound of raindrop size, i.e., 5mm [65].

2.1.2 Shape

Although most existing methods assume the shape of raindrops to be circle or
ellipse, the real raindrop shape varies in a large range. Despite this, however, we
can still find some regular patterns due to the surface tensor. Raindrop boundaries
are smooth and raindrops are convex in most cases. Hence, we can quantitatively
characterize raindrop shape using two features: shape smoothness and roundness. As
illustrated in Fig. 2.2.b, given a raindrop area on the image plane, denoted as R, we
can integrate the change of the tangent angle along the boundary. The integration is
denoted as S(R):

S(R) =
∮

x∈∂R
|dθ(x)|, (2.1)

where ∂R is the boundary of the raindrop, and x = (x, y) is the the 2D coordinates on
the image plane. For convex shape, S(R) ≡ 2π. For non-convex or zig-zag shape, the
smoothness will be greater than 2π. Fig. 2.3 shows some examples.
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Adhesion surface 

Water 

Air 

A 

B 
P 

T 

T 

dx 

dθ 

(a) (b) 

Figure 2.2: Balance at a raindrop surface
(a) Balance at a raindrop surface. A denotes a two-phase point. B denotes a three-phase
point. T denotes a surface tensor, and P for pressure. At two-phase point A, surface
tensor T and pressure P are balanced. Three-phase point is an intersection of water, air
and glass, while two-phase point is an intersection between air-water. (b) Change of
the angle of tangent along a raindrop boundary.
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Shape 

Smoothness 2π(6.28)  2π(6.28)  3π(9.42)   11.10 9.41 54.15 

Roundness 1/4π(0.080)  0.075 0.050 0.029 0.058 0.016 

54 15

Figure 2.3: Smoothness and roundness of some shapes.

Roundness, denoted as O(R), is the area of the shape divided by the square of its
perimeter:

O(R) =

!
x∈R

dxdy(∮
x∈∂R |dx|

)2 . (2.2)

A rounder shape has a larger roundness value and a perfect circle has the maximum
roundness value: πr2

(2πr)2 =
1

4π = 0.080. Fig. 2.3 shows some examples. Both the smooth-
ness and roundness are invariant to scaling and rotation. Unlike our previous method
[71], which used the roundness, our current method employs smoothness. This is
because the computational complexity of roundness is O(n2) while smoothness is O(n).
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2.1.3 Minimum Energy Surface
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Figure 2.4: Parameters of a water drop.
(a) In the global coordinates, the geomertic shape is determined by the gravity and the
surface tension. (b) The parameters in the camera coordinates. Point A is a two phase
point (water-air), where the tensor force balances the pressure. Point B is a three phase
point (water-air-material).

We explore the minimum energy surface to estimate the 3D shape of a water
drop. We first introduce a local coordinate system determined by the camera, which
is illustrated in Fig. 5.2.a and d. In this coordinates, the water drop 3D shape can be
parameterized as:

S = {z(x, y), (x, y) ∈ ΩR} (2.3)

where ΩR indicate the raindrop area attached to glass. (x, y) is any point in the attach-
ment area and z is the height.

A static water drop has a constant volume, and its 3D shape S̃minimizes the overall
potential energy E, which can be written as:

E(S̃) = min E(S) = min(ET(S) + EG(S)),

V(S) = constant
(2.4)

where ET is the tension energy, and EG is the gravitational potension energy, V is
the volume. Therefore, to solve the geometry of a raindrop, we need to find the
surface S̃which minimizes the overall potential energy with the constraints of constant
volume. Fig. 2.4 illustrate the 3D shape of a water drop. Point A is a two-phase (water-
air) balanced point, where surface tension T balances pressure P. Point B is a three
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phase point (water-air-material), where the tension is from both the water, Tw, and the
adhesion surface, Tm. These two types of tension balance the gravity, G.

With the parameterized surface, we can write the surface tension energy as:

ET(S) =
∫
ΩR

σdA =
∫
ΩR

σ
√

1 + |∇z|2dxdy, (2.5)

where σ is the surface tension index for water, dA denotes a unit surface area and ∇ is
the gradient [13]. As we can see, the tension energy is proportional to the area of the
surface.

The gravitational potentional energy can be expressed as:

EG(S) =
∫
ΩR

dxdy
∫ z

0
(x cosθx + y cosθy + z cosθz)gρdw, (2.6)

where θx, θy and θz denotes the angle between the x, y, z coordinates and the gravity
correspondingly. g is the gravity and ρ is the density of water, which are generally
known. Moreover, we can add a constraint that:∫

ΩR

zdxdy ≡ V. (2.7)

Therefore, the parameterized surface S is estimated by minimizing the over potential
energy determined by Eq. (2.4), (2.5) and (2.6) with the constraints of constant volume
in Eq. (2.7). We will discuss the detailed algorithm in Section 4. Figure 2.5 shows
examples of the surface found by using the technique.

To uniquely determine the geometry of a water drop, we need to know both the 2D
area where the water drop attached to glass, ΩR, and the volume V. While the former
can be directly inferred from the image, the latter is not straightforward to obtain. The
subsequent section will discuss how we can possibly determine the volume.
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(a) Area of water attached to the adhesion material 

(b) Minimum energy surface with a small constant volume 

(c) Minimum energy surface with a greater constant volume 

Figure 2.5: Minimum energy surfaces with given the area and volume.
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2.1.4 Water-Drop Volume from Dark Ring

The basic idea of our volume estimation is based on the dark ring at the boundary
of a water drop. We found that the wider the dark ring the larger the volume of the
water. This section will explain this idea.

Refraction model Fig. 2.6.a illustrates a ray coming from the environment is refracted
twice before reaching the camera. Since, we are only interested in the rays that can
reach the camera, we can use a backward raytracing to know the paths of the rays.
Moreover, we assume that the glass is so thin that we can ignore the refraction due to
the glass. To further simplify the model, we remove the refraction between the glass
and the air by moving the camera from position C to C′, as shown in Fig. 2.6.b. (This
simplification is strict if the glass is a plane.) By doing so, the perpendicular distance
from the camera to the refraction plane, denoted as Cz, is changed as: C′z =

nw
na

C, where
nw and na are the refractive indexes of water and air, respectively.

Dark Ring and Total Reflection The dark ring at the boundary of a water drop is
because light coming from the environment is reflected back inside the water, instead
of being transmitted to the camera. This phenomenon is known as the total reflection,
and applies applies to all light rays whose relative angles to the water’s surface normal,
are larger than the critical angle, denoted as θW.

To analyze the correlation between the critical angle with the water-drop 3D shape
S : z(x, y), we start with stating the Snell’s law:

θW = sin−1 na

nw
. (2.8)

where nw and na are the refractive indexes of water and air, respectively. As indicated
in Fig. 2.6.c, we denote the surface normal as N, which can be derived from z as:
N = (Nx,Ny,Nz) = N′

∥N′∥ where, N′ = ( ∂z∂x ,
∂z
∂y , 1), and ∥ ∥ denotes the ℓ2 norm.

The angle between the surface normal and the z-axis denoted as θN is the sum of
the incidence angle of water, θw, and the angle between the incidence ray and z-axis
θC′ :

θN = θw + θC′ . (2.9)

where θC′ is determined by the position of camera and the position of refraction.
Considering the z component of the normal Nz is also defined as: Nz = cosθN, we
know that when Nz ≤ cos(θW + θC′), the corresponding water drop area is totally dark.
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Figure 2.6: Refraction in a water drop.
(a) A ray coming from the environment is refracted twice before reaching the camera
C. (b) A backward ray tracing where a ray emitted from the camera passes through the
same path as in (a); although, for simplification we remove the second refraction by
moving the camera position to C′. (c) When θw is greater than the critical angle, light
will not be transmitted but reflected inside. (d) Two polarized components, Rs and Rp,
of the incidence ray.
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For instance, when θC′ is 0, and na
nw

is approximatedly 3
4 , we have Nz ≤ 0.661. Figure 2.7

shows some examples of synthetically generated dark rings.
As we can observe, a greater volume of the water drop indicates a wider dark ring.

Therefore, it is possible to infer the water drop volume from the dark ring.

Dark Ring and Fresnel Equation Although the dark ring can be theoretically inferred
from the water-drop geometry. Detecting them from an image is not trivial. Due to the
sensor noise and the leak of light, dark rings are not totally dark. Moreover, there are
textures in the environment that can be darker than dark rings. To resolve the problem,
we employ the Fresnel equation and formulate the brightness values near the critical
angle.

The refraction coefficients, denoted as Ts and Tp, for two orthogonal polarized
components for the light rays traveling from air to water are written as:

Ts = 1 −
(

sin(θw − θa)
sin(θw + θa)

)2

(2.10)

Tp = 1 −
(

tan(θw − θa)
tan(θw + θa)

)2

(2.11)

where θw and θa are depicted in 2.6.d. In our case, we assume the light from the
environment is not polarized, and thus the overall refraction coefficient isT = 1

2 (Ts+Tp).
Concerning the dark rings, we are interested in two critical conditions. First, when

the incidence angle θa is close to 0. In such a condition, sinθa ≈ θa, cosθa ≈ 1, and
consequently:

T = 4nanw

(nw + na)2 . (2.12)

Substituting the value for water gives us na
nw
= 3

4 , and thus we have T ≈ 0.980.
Second, when incidence angle θa is close to π2 , (the locations near the dark ring). In

such a condition: sinθa ≈ 1, cosθa ≈ π2 − θa, as a result:

T = 2

√
1 −

( na

nw

)2 ( na

nw
+

nw

na

) (
π
2
− θa

)
(2.13)

Similar to the first condition, substituting the value na
nw
= 3

4 , we will obtain T ≈ 2.76(π2 −
θa).

From these constrained values of T , we will estimate the width of the dark ring.
The detailed algorithm is discussed in the next section.
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(a) (b) (c) 

(a’) (b’) (c’) 

Figure 2.7: Indicate dark ring from water drop geometry.
(a) Water drop geometry. (b) The surface normal. (c) The indicated dark band.
(a’)(b’)(c’) The case with a greater water drop volume.
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Data Camera speed 
Camera 

shaking 

Max raindrop 

speed observed 

Experiment 1 - 4 5km/h yes 0.48 pixel/s 

Car-mounted 30km/h yes 0.01 pixel/s 

Surveillance 0 no 0.40 pixel/s 

Figure 2.8: Raindrop dynamic of scenes in Chapter 4.

2.1.5 Dynamics

In rainy scenes, some raindrops might slide sporadically. The sliding probability
and speed depend on a few attributes, such as, surface tensor coefficients, surface tilt,
wind, raining intensity, raindrop size, etc. An exact modeling of raindrop dynamics
is intractable. Fortunately, in light rainy scenes, we find it reasonable to assume most
raindrops are quasi-static. We observed the motion of real adherent raindrops in
scenes in Chapter 4. Focusing on a raindrop, we compared the current location with
the location one minute later and convert it to speed (pixel per second). Table 2.8 lists
the maximum speed observed in each scene. In our work, we only need to assume the
raindrops to be static within seconds, and will quantitatively evaluate the tolerance of
raindrop dynamics in Section 7.

2.1.6 Distribution.

The density of raindrops adhere to a given surface depends on the precipitation
rate and the time interval that raindrops are collected. With other parameters fixed,
the heavier the rain is or the longer raindrops are collected, the denser the adherent
raindrops are.

As illustrated in Fig. 2.9, the density is a continuous parameter. In this thesis,
we give the threshold that the distribution of adherent raindrops are considered to be
sparse that:

1: There are clear intervals between raindrop area and non-raindrop area so that
raindrop area is detectable.

2. Roughly less than 20% of the image are covered by raindrops so that there are
sufficient information from non-raindrop area to repair the video.
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Sparse Dense

Figure 2.9: Adherent raindrops in different distributions.
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2.2 Modeling of Camera
Raindrop appearance is highly depending on the camera intrinsic parameters. In

the first subsection, we first assume a pin-hole camera and non-blurred raindrops, and
explore raindrop imagery properties in this condition. Based on our analysis in the first
subsection, we model blurred raindrops in the next subsection. Unlike the previous
methods [47, 32, 70, 69, 20], which try to model each raindrop as a unit object, we model
raindrops locally from the derivative properties that involve only few parameters.

2.2.1 Clear Raindrop Imagery

Contract Imaging

As shown in Fig. 2.10(a), the appearance of each raindrop is a contracted image
of the background, as if it is taken from a catadioptric camera. Mathematically, for a
given raindrop, we describe the smooth expand mapping start from raindrop area Ωr

into the environment scene Ωe as φ:

φ : Ωr → Ωe (2.14)

The appearance of the raindrop and the environment share the same image plane
and coordinates. In order to distinguish, in this thesis, we denote the points and
coordinates in raindropΩr as: Pr = (u, v) and the corresponding points and coordinates
in environment Ωe as Pe = (x, y). Then φ can be expressed as:

Pe = (x, y) = φ(Pr) = φ(u, v) = (φ1(u, v), φ2(u, v)) (2.15)

As illustrated in Fig. 2.11, if A. all the camera inner parameters; B. all the geometric
information of the raindrops; and C. all the depth information of the environment are
determined, then φ is uniquely determined according to the refraction model.

For detection, except A, all other parameters should not be assumed known a priori.
Roser et al. assumed B as a part of an ideal sphere [46] or Bezier curves [47], which
only covers a small group of possible shapes.

Our task is detection, therefore, other than exhaustively solve φ, we extract differ-
ential properties of φ which are sufficient for detection. In Section 3, we theoretically
estimate the linear expansion ratio of φ. Based on it, we propose dense motion based
detection method. In Section 4, we theoretically estimate the area expansion ratio and
the intensity change based detection method is thus proposed.
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(a)

Image plane

Raindropop

(b)

Figure 2.10: Raindrop imagery formation.
(a) The appearance of each raindrop is a contracted image of the background, as if it is
taken from a catadioptric camera. (b) For a given raindrop area Ωr, there is a smooth
expand mapping φ start from the Ωr into the environment scene Ωe.
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Figure 2.11: Refraction model of a pair of corresponding points on an image plane.
There are two refractions on the light path through a raindrop. (The camera lens cover
or protecting shield is assumed to be a thin plane and thus neglected.)
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While all the previous methods try to model each raindrop as a unit object, we model
raindrops locally from its derivative properties. Modeling a whole raindrop needs too
many parameters which are impractical when those parameters are unknown; on the
contrary, modeling the derivative properties needs only few parameters.

In this thesis, we model the derivative properties between a raindrop pixel and non-
raindrop pixel that are originated from the same point in the environment. We observed
that the imagery of an adherent raindrop is in fact the contraction of the environment.
Based on this, we theoretically found that the contraction ratio is at least 1

8 in any place
on the raindrop. Based on this property, we propose the raindrop detection method by
using dense motion estimation (e.g. optical flow). We also found that each pixel in a
raindrop represents at least 64 pixels in the environment. Because of this ratio, raindrop
area changes less compared to the environment. Relying on this analysis, we propose
a detection method based on the change of intensity. Both methods detect raindrops
on a pixel basis, making them generally applicable for raindrops with any shape and
size. Fig. 1.2(d) shows one result of our proposed detection method.

Spatial Derivative of Contract Imaging

In this section, we first mathematically form the derivative of φ and the expansion
ratio. Then, we theoretically estimate a lower boundary of the expansion ratio according
to the refraction model. Based on it, lastly, we propose a detection method based on
dense motion.

Local differentials and expansion ratio Referring to Eq.(2.15), the local differentials
at Pr = (u, v) is defined as:

Jφ(Pr) = Jφ(u, v) =
( φ1

u(u, v) φ1
v(u, v)

φ2
u(u, v) φ2

v(u, v)

)
(2.16)

with: φ1
u(u, v) = ∂φ

1(u,v)
∂u .

The local motion at (u, v), denoted as (δu, δv)T, and the local motion at (x, y), denoted
as (δx, δy)T, is linearly associated by Jφ(u, v):( δx

δy

)
= Jφ(u, v)

( δu
δv

)
(2.17)

Instead of modeling φ or Jφ(u, v), we are interested in the ratio between ∥ (δx, δy) ∥
and ∥ (δu, δv) ∥. According to Eq.(2.17):

∥ (δx, δy) ∥2= (δx, δy)T(δx, δy) = (δu, δv)T(Jφ(u, v))T Jφ(u, v)(δu, δv) (2.18)
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with (Jφ(u, v))T Jφ(u, v) is symmetric and positive-semidefinite, and can be diagonalized
as:

(Jφ(u, v))T Jφ(u, v) = ET
( λ2

1(u, v)

λ2
2(u, v)

)
E (2.19)

where E is an orthogonal matrix, and 0 ≤ λ1(u, v) < λ2(u, v). Therefore, according to
Eqs.(2.18) and (2.19), for any directional motion (δu, δv) at (u, v):

∥ (δx, δy) ∥
∥ (δu, δv) ∥ ≥ λ1(u, v) (2.20)

We can give a lower boundary, denoted as λlower, for all λ1(u, v) inside the raindrop
area Ωr:

λlower ≤ min{λ1(u, v)|(u, v) ∈ Ωr} (2.21)

We call it the lower boundary of the contraction ratio.
Estimating the Lower Boundary of Contraction Ratio
A light ray passing through a raindrop undergoes two refractions: first, the refrac-

tion from the air to the water, and second, the refraction from the water to the air. Thus,
the mapping function, φ, can be separated as two continuous mappings:

φ =
a−w
φ ◦

w−a
φ (2.22)

index a stands for air, and w stands for water.
Assuming the contact surface between the camera lens cover and raindrop is flat,

a−w
φ should be analytically solvable.

According to Snell’s law, where nasinθi = nwsinθo, we can have:

Pe

Pr
=

dtanθe

dtanθi
=

na

nw

1 + nw
na

d
D

1 + d
D

= constant (2.23)

where the notation is defined in Fig. 2.11, and nw
na

is approximately 4
3 > 1. Thus the

ratio:
dPe

dPr
=

Pe

Pr
=

na

nw

1 + nw
na

d
D

1 + d
D

>
na

nw
= 0.75 (2.24)

Hence, a lower boundary of the expansion (contraction here) ratio is:

a−w

λ lower= 0.75 (2.25)

Now, we estimate the expansion ratio of the second refraction
w−a
φ . Note that,

referring to Fig. 2.11, although in the first refraction the direction and position of
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Figure 2.12: Local linear space
Given a point on raindrop surface S, its two principle curvatures vectors k1, k2 and the
normal n are orthogonal to each other.

the emergence light trace could be analytically solved, the position and angle of the
incident light of the second refraction is still unsolvable. This is because we have no
knowledge of the position and shape of the raindrop.

To estimate the expansion ratio of the second refraction, we start from the differential
geometry on the outer surface of the raindrop. For a given position (u, v) on the surface
of the raindrop, its up to second order differential geometry values are illustrated as in
Fig. 2.12 [76]. The upper principle curvature vector, k1, points to the direction where the
raindrop surface bends most. And the lower principle curvature vector, k2, points to the
direction where the surface bends least. The curvature vector of any other direction, k,
is the linear combination of k1 and k2. The values of any curvature vector k is bounded
by k1 and k2:

k2≤k≤k1 (2.26)

The reciprocal of curvature is called curvature radius: R = 1
k . In any direction, it is

bounded by two principle curvature radius: R1≤R≤R2.
As illustrated in Fig. 2.11, we now consider the second refraction locally at given

point (u, v). Mention that there is no knowledge about how this local coordinates is
aligned to the global coordination. First, we try to estimate the angular ratio dθo

dθi
.
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a
ir

w
a
te
r

Figure 2.13: Simplified refraction model of the second refraction using principle curva-
ture.
Refraction model of the second refraction when assuming the normal of refraction is
very close to the image system axis. The notation are same with Fig. 2.11, R is the
curvature radius at the place and direction where the refraction happens.
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According to Snell’s law, we have:

dθo

dθi
=

nw
na

cosθi

(1 − (nw
na

)2sin2θi)
1
2

(2.27)

where we know that nw
na
> 1, thus Eq.(2.27) gets its minimum when θi=0:

min
(dθo

dθi

)
=

dθo

dθi

∣∣∣∣∣
θi=0

(2.28)

This is in accordance with the observation of real raindrop image shown in Fig. 2.10(a).
As illustrated in Fig. 2.13(b), according to Eq.(2.28), we may put the normal of the

raindrop surface considerably close to the image system axis. Assuming every angle is
significantly small:

θi ≪ 1, θo ≪ 1, θe ≪ 1, θr ≪ 1 (2.29)

According to Eq.(2.29), we can use the following approximation: sinθ = tanθ = θ, dPe

dPr
=

Pe
Pr

. The expansion ratio is estimated as:

dPe

dPr
=

Pe

Pr
=
θe

θr
= 1 − nw

na

d
R

D
d +D

(2.30)

To estimate Eq.(2.30), we only need to give an estimation of the upper boundary of
the curvature radius R for any raindrop at any given position. Since, the camera
lens cover is vertical to the ground, big raindrops will slide down, and according to
our observation of real data, almost all raindrops has a diameter smaller than 5mm:
2R < 5mm. Then R < 5mm is a very safe assumption. Assuming d > 100mm and
D > 1m, we have:

Pe

Pr
< −11 (2.31)

The negative sign means the image on the raindrop is inverted, this is in accordance
with our observation on real data.

The expansion ratio of the second refraction is then estimated as:
w−a

λ lower> 11 (2.32)

Substituting Eqs.(2.25) and (2.32) into Eq.(2.22), we have the overall expansion ratio
estimation:

λlower > 10 (2.33)

This means the motion in the environment ∥ (δx, δy) ∥ is at least 10 times as great
as the corresponding motion ∥ (δu, δv) ∥ on the raindrop. Fig. 2.14 is an observation of
real data, which demonstrates our estimation.
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Experiments on the shrink ratio 

Some results 

 

Center expansion ratios in x and y direction 

23 

18 

18 

26 

18 

37 

22 

21 

32 

35 

Figure 2.14: Observing the expansion ratio in x and y direction on real data.
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2.2.2 Blurred Raindrop Imagery

In contrast to raindrop imagery with a pin-hole camera, for a normal lens camera,
when the camera focuses on the environment scene, raindrops will be blurred. To
handle this, we model blurred raindrops, and theoretically derive the temporal property
of raindrop pixels.

Blurred Raindrop

As illustrated in Fig. 2.15, Fig. 2.16, and Fig. 2.17,the appearance of a pixel on
an image plane depends the collection of light rays. These rays can come from light
emitted directly by an environment point (Fig. 2.15.A), light refracted from a raindrop
(Fig. 2.15.B), and a mixture of environment light and raindrop light (Fig. 2.15.C). We
denote the light intensity collected by pixel (x, y) as I(x, y). We also denote the light
intensity formed by an environment point that intersects with the line of sight as Ie(x, y);
and, the light intensity reached (x, y) passing through a raindrop as Ir(x, y). Hence, pixel
(x, y) collecting light from both the raindrop and the environment can be described as:

I(x, y) = (1 − α)Ie(x, y) + αIr(x, y), (2.34)

where α is the proportion of the light path covered by a raindrop, as depicted in
Figs. 2.16.

Blending coefficient α is determined by the area of the light path and the raindrop.
Using the model in Fig. 2.15, the diameter of the light path on the raindrop plane can
be estimated using:

D
D + d

A =
D

D + d
f

N
, (2.35)

where f
N , called the f -stop, is the convention expression for the camera aperture setting.

A more convenient way to express α on the image plane is to use a blur kernel.
First, as illustrated in Fig. 2.15, α is either 0 or 1. We denote the blending coefficient of
clear raindrops as αc. Hence, α of blurred raindrops can be calculated by convoluting
αc with a disk kernel, where the diameter of the kernel is given by:

ℓ =
(D − d)
(D − f )

f
d

A, (2.36)

which is proportional of the aperture size A. The derivation of Eq. (2.36) can be found
in the literature of depth from defocus [55]. Consequently, if a raindrop is significantly



2.2. Modeling of Camera 37

blurred, the blending coefficient is smaller than 1. In such a case, the raindrop cannot
totally occlude the environment. Fig. 2.17.b shows an example. Fig. 2.16 shows real
blurred raindrops, and Fig. 2.17 show raindrop appearance, which is highly directional.

Temporal Derivative of Blurred Raindrop

We avoid estimating the exact appearance of blurred raindrops due to its intractabil-
ity. Instead, we explore the temporal derivative features. In consecutive frames, we
observe that the intensity of blurred pixels (case B and C) does not change as distinctive
as that of environment pixels (case A). To analyze this property, let us look into the
intensity temporal derivatives of blurred pixels. Referring to Figs. 2.15, case B and
C, light collected from a raindrop is actually originated from a large area in the envi-
ronment. We denote the area as Ωr(x, y). At time t, we expand Ir(x, y) in Eq. (2.34)
as:

Ir(x, y, t) =
∑

(z,w)∈Ωr(x,y)

W(z,w)Ie(z,w, t), (2.37)

where W(z,w) is the weight coefficient determined by the raindrop geometry. W(z,w)
and Ωr(x, y) can be considered constant in a short period of time.

If we take the difference of intensity between time t1 and t2 in Eq. (2.35), and consider
the triangle inequality, we have:

|Ir(x, y, t1) − Ir(x, y, t2)|
≤

∑
(z,w)∈Ωr(x,y)

W(z,w)|Ie(z,w, t1) − Ie(z,w, t2)|. (2.38)

Here, by taking into account Eq. (2.33), we know the area ratio is more than one
hundred when the raindrops clearly appear, namely,

E2
φ > 100≫ 1 (2.39)

Notice thatφ is not conformal, and the proof is provided in the supplementary material.
For blurred raindrops, the area ratio further expands. Referring to the model in Fig. 2.15,
in addition to the expanded area caused by a raindrop, the out-of-focus blurring also
causes the area to expand. Thus, we can considerΩr(x, y) to be a sufficiently large area.
According to the law of large number, we can have:

E|Ir(x, y, t1) − Ir(x, y, t2)|≪E|Ie(x, y, t1) − Ie(x, y, t2)|, (2.40)

where E denotes the expectation.
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Lens 

  Image plane 

Aperture 

Environment  

point 

Raindrop 

A 

B 

C 

EnvironmentEnvironment

pointpointp

 

Light path 

 

Figure 2.15: The light path model on an image plane collecting light
from A: environment, B: raindrop, C: both. Green light: the light coming from envi-
ronment point; Blue light: the light refracted by a raindrop.
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Raindrop 

B:  

C:  

A’:  

B’:  

C’:  

A:  

Light path 

Figure 2.16: Raindrop-plane-cut of the light path model
from A: environment, B: raindrop, C: both when the raindrop can fully cover the light
path. And A’, B’, C’: when the raindrop cannot fully cover the light path.
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(a) 

A 

B 

C 

A’ 

B’ 

C’ 

(b) 

Figure 2.17: The appearance various from light path.
from A: environment, B: raindrop, C: both when the raindrop can fully cover the light
path. And A’, B’, C’: when the raindrop cannot fully cover the light path.

Since the temporal derivatives work as a high pass filter, we may also consider
Eq. (2.40) in a frequency domain, where the temporal high frequency component of a
raindrop is significantly smaller than those of the environment, described as:

Ir(x, y, ω)≪ Ie(x, y, ω), ω = ωth, ωth + 1, · · · ,N (2.41)

where I is the Fourier transform of sequence I(x, y, t), t = t1, t2, · · · ,N, and ωth is cur-
rently an undetermined threshold for the high frequency.
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Figure 2.18: Raindrop appearance varying with aperture and direction.
a. α-channel of a disk with various blur kernels. b. Raindrops with varying f-stop. c.
Raindrops with varying angles. Raindrop appearance is highly directional.
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2.3 Modeling of Environment
Dense long range trajectories Given a video sequence, we can form a 3D spatio-
temporal space as illustrated in Fig. 2.19.a, where the spatial position of each pixel is
indicated by (x, y) and the time of each frame i by ti. The notation T in Fig. 2.19.b
represents a trajectory consisting of a number of concatenated nodes N(i), shown in
Fig. 2.19.c, and can be expressed as:

T = {N(i)}, istart≤i≤iend

N(i) = (x(ti), y(ti)) = (xi, yi), tstart≤ti≤tend,
(2.42)

where i is the index of the video frame, and (xi, yi) is the position of the node. The start
and end of a trajectory are denoted by tstart and tend respectively. Note that the nodes
are arranged in a temporal ascending order, where a trajectory has only one node at
each frame.
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(b) Dense trajectories 

 

Figure 2.19: Spatio-temporal space and dense trajectories.
(a) 3D Spatio-temporal space; (b) A 2D slice visualizes the dense trajectories. (c) A
trajectory consists of a number of concatenated nodes.
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2.4 Summary and Discussion
In this chapter, we explicitly model the imaging system in rainy scene. In the first

section, we model the intrinsic properties of raindrops: those properties which are not
depending on the environment or the camera setting. In the second section, we model
the properties of raindrop imaging which are relying on the camera setting. In the
third section, we model the properties of raindrop imaging which are depending on
the environment.

Based on different modeling, in the following three chapters, we propose different
methods on detecting and removal the adherent raindrops and restoring the video.

In Chapter 3, we describe the trajectory based method, which is replying on our
modeling of the smooth motion from the camera and environment. In Chapter 4, we
describe the blend in model based method, which is replying on our modeling of clear
and blurred camera imagery. In Chapter 5, we describe the ray-tracing model based
method, which is replying on our modeling of physical properties of raindrops.

Table. 2.1 is a summary of the methods and their replying properties from the
modeling.
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Chapter 3

Long Range Trajectories Based Methods

In this chapter, we describe the trajectory based methods, which is replying on our
modeling of the smooth motion from the camera and environment.

There are two methods relying on the modeling. The first one is: Raindrop Detection
and Removal from Long Range Trajectory. [73], which will be introduced in the first
sub-chapter and the second method is: Robust and Fast Motion Estimation for Video
Completion [72], which will be introduced in the second sub-chapter.
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3.1 Raindrop Detection and Removal from Long Range

Trajectory.
The performance of outdoor vision systems can be degraded due to bad weather

conditions such as rain, haze, fog and snow. On rainy days, it is inevitable that
raindrops will adhere to camera lenses, protecting shields or windscreens, causing
failure to many computer vision algorithms that assume clear visibility. One of these
algorithms is motion estimation using long range optical flow. In this case the correct
correspondence of pixels affected by adherent raindrops will be erroneous, as shown
in Fig. 3.1.b.

In this chapter, our goal is to detect and remove adherent raindrops (or just rain-
drops for simplicity) by employing long range trajectories. To accomplish this goal,
our idea is to first generate initial dense trajectories in the presence of raindrops.
Surely, these initial trajectories are significantly affected by raindrops, causing them
to be terminated and drifted. We analyze the motion and appearance behavior of
the affected trajectories, and extract features from them. We formulate these features
in a Markov-random-field energy function that can be optimized efficiently. Having
detected raindrops, we use trajectory linking to repair the terminated or drifted trajec-
tories. Finally, we remove the raindrops using the trajectory based video completion
(Fig. 3.1.c and d). The overall pipeline is described in Fig. 2.

Unlike some existing methods, in this work, first we introduce a novel detection
method applicable for both thick and thin raindrops as well as raindrops of any size,
shape, glare, and level of blurring. We call a raindrop thick when we cannot see
the objects behind it, and thin, when it is sufficiently blurred, but still allows us to
partially see the objects behind it. Second, we perform a systematic analysis of the
behavior of thick and thin raindrops along motion trajectories based on appearance
consistency, sharpness, and raindrop mixture level. This analysis is novel, particularly
when applied to raindrop detection. Third, we devise a method to detect and remove
raindrops that allows us to recover the motion field. In addition, to our knowledge,
our method is the first to address the problem of adherent raindrops in the framework
of long range motion trajectories.



3.1. Raindrop Detection and Removal from Long Range Trajectory. 49

(b) Dense trajectories (a) Video with raindrop 

(c) Trajectory matching (d) Raindrop removal  

Figure 3.1: An example of the results of our proposed detection and removal method.
(a) Scene with raindrop. (b) Dense long trajectories. (c) Matching of trajectories oc-
cluded by raindrop. (d) Trajectory based video completion.
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Figure 3.2: The pipeline of our method.

3.1.1 Related Work

Bad weather has been explored in the past decades including: haze, mist, fog
(e.g.,[59, 11, 23, 39]), falling rain and snow (e.g., [3, 16, 7]). For falling rain, Garg and
Nayar study the physical model first [15], and later detect and remove it by adjusting
camera parameters [17, 16]. Barnumet al. [3] detect and remove both rain and snow.
Recently, single image based methods are proposed by Kang et al. [30] and Chen et al.
[7]. Unfortunately, applying these methods to handle adherent raindrops is infeasible,
because of the significant physics and appearance differences between falling raindrops
and adherent raindrops.

A number of methods have been proposed to detect thick adherent raindrops
caused by sparse rain. Eigen et al. [10] and Kurihata et al. [32] proposed learning based
methods, which are designed to handle raindrops, but not specifically to differentiate
raindrops from opaque objects such as dirt. Both of the methods work only with
small and clear (non-blurred) raindrops. Yamashita et al. utilize specific constraints
from stereo and pan-tilt cameras [70, 69], and thus is not directly applicable for a
single camera. Roser et al. propose a ray-tracing based method for raindrops that are
close to certain shapes [46, 47], and thus can cover only a small portion of possible
raindrops. You et al. [71] propose a video based detection method by using intensity
change and optical flow. The method is generally useful to detect raindrops with
arbitrary shapes, however the detection of thin raindrops are not addressed, and it
requires about 100 frames to have good results. In comparison, our method only needs
24 frames, assuming the video frame rate is 24 f ps.

As for raindrop removal, Roser and Geiger [46] utilize image registration, while
Yamashita et al. [70, 69] align images using the position and motion constraints from
specific cameras. You et al. use temporal low-pass filtering and patch based video
completion [67]. Generally, there are some artifacts in the repaired video because
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none of these methods consider motion consistency which is sensitive to human visual
perception. Eigen et al. [10] replace raindrop image patches with clear patches through a
neural-network learning technique, causing the method to be restricted on the raindrop
appearance in the training data set. This method can only replace small and clear
raindrops.

Sensor dust removal might be related to raindrop detections, [68, 75, 19], by consid-
ering raindrops as dust. Unlike dust however, raindrops could be large, not as blurred
as dust, and affected by the water refraction as well environment reflection, making the
sensor dust removal methods unsuitable for detecting raindrops.

For video based motion estimation, dense and temporally smooth motion estima-
tion is desired. Sand et al. [49] propose particle video which generates motion denser
than sparse tracking and longer than optical flow. Later, this idea is improved by Sun-
daram et al. [56] by utilizing GPU acceleration and large displacement optical flow [6].
Volz et al. [66] archive a pixel-level density by a new optical flow objective function,
however their latency is limited to several frames. Rubinstein et al. [48] extend the
temporal latency of methods [49, 56] by linking the trajectories occluded by solid ob-
jects. This paper uses [56] for initial trajectory estimation but with different termination
criteria, and utilizes trajectory linking as in [48] but with the features derived from our
trajectory analysis over raindrops. As a result, the motion field estimation of degraded
videos by raindrops can be much improved, compared to those that do not consider
such degradation.
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3.1.2 Trajectory Analysis

To find features that differentiate raindrops from other occlusions, as well as to
identify thick and thin raindrops, we need to analyze the appearance of patches along
individual trajectories and the consistency of forward/backward motion. For this, we
first need to know the image formation model of raindrops, and the computation of
long range trajectories.
Raindrop model Unlike opaque objects, raindrops can look different in different en-
vironments due to the focus of the camera on the environment. Fig. 3.3 illustrates a
raindrop physical model. Given a pixel located at (x, y), the appearance of the clear en-
vironment is denoted as Ic(x, y) and the raindrop appearance as Ir(x, y). For raindrops,
the following mixture function models the intensity [71]:

I(x, y) = (1 − α(x, y))Ic(x, y) + α(x, y)Ir(x, y), (3.1)

where α(x, y) denotes the mixture level, which is dependent on the size and position of
the raindrop as well as the camera aperture.
Dense long range trajectories Given a video sequence, we can form a 3D spatio-
temporal space as illustrated in Fig. 2.19.a, where the spatial position of each pixel is
indicated by (x, y) and the time of each frame i by ti. The notation T in Fig. 2.19.b
represents a trajectory consisting of a number of concatenated nodes N(i), shown in
Fig. 2.19.c, and can be expressed as:

T = {N(i)}, istart≤i≤iend

N(i) = (x(ti), y(ti)) = (xi, yi), tstart≤ti≤tend,
(3.2)

where i is the index of the video frame, and (xi, yi) is the position of the node. The start
and end of a trajectory are denoted by tstart and tend respectively. Note that the nodes
are arranged in a temporal ascending order, where a trajectory has only one node at
each frame.

We employ GPU-LDOF [56] to generate the initial dense trajectories. However,
we ignore its trajectory termination criteria; since, [56] considers only solid occlusions,
while in rainy scenes, there are thin raindrops, where the occluded scenes can still be
seen. Another reason is that [56] considers occlusion boundaries to be sharp, while in
our case, raindrop boundaries are usually soft due to the out-of-focus blur. We generate
trajectories in a forward motion, from the first to the last frame. In this case occlusions
by raindrops or other objects might cause some trajectories to stop, and consequently
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Figure 3.3: Model of Raindrop Imaging System
(a) Raindrop model. (b) Appearance of a clear raindrop. (c) Appearance of blurred
raindrop observed on the image plane.
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(b) Scene with a thick raindrop 

(c) Scene with a thin raindrop 
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Figure 3.4: Video in rainy scenes and events on the trajectories.
(a) A clear day scene. (b) A scene with a thick raindrop. (c) A scene with a thin raindrop.
The clear scene data is from [49]. Four trajectory events are labeled as, A: Occluded by
a solid non-raindrop object and drifted. B: Occluded by a thick raindrop and drifted.
C: Occluded by a thin raindrop and drifted. D: Occluded by a thin raindrop but not
drifted. The trajectory appearance of each event is shown in Fig. 6.
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some areas in some frames will not have trajectories. To cover these areas, we also
generate trajectories in a backward motion.

Fig. 3.4 shows an example of the dense trajectories in a clear day scene and in a
scene with a thick and in a scene with a thin raindrop. In our findings, with regard to
occlusions, a trajectory can encounter the following events: (A) it is occluded by a solid
non-raindrop object and drifted; (B) it is occluded by a thick raindrop and drifted; (C)
it is occluded by a thin raindrop and drifted; and (D) it is occluded by a thin raindrop
but not drifted.

These events encountered by trajectories allow us to identify the presence of rain-
drops. We consider that occlusions by thick raindrops or opaque objects will cause
abrupt changes in both the appearance and the motion along trajectories, while occlu-
sions by thin raindrops will mainly cause changes in the appearance, particularly the
sharpness. The details of the analysis are as follows.

Motion Consistency Analysis

For a trajectory T generated by forward tracking, we consider a node N(i) on frame
ti. Its succeeding N(i+ 1) is found by referring to the forward optical flow f+i = (u+, v+)i

from frame i to frame i + 1:

N(i + 1) = (xi, yi) + (u+(xi, yi), v+(xi, yi))i = N(i) + f+i (N(i)). (3.3)

Similarly, given a trajectory T′ generated from backward tracking, nodes are related
by the backward motion:

N′(i) = N′(i + 1) + f−i+1(N′(i + 1)), (3.4)

where f−i+1 = (u−, v−)i+1 is the backward optical flow from frame ti+1 to frame ti.
If nodes along a trajectory are not occluded and the optical flow is correctly esti-

mated, the following equation stands with negligible (sub-pixel) error:

m+(N(i)) = ∥f+i (N(i)) + f−i+1(N(i) + f+i (N(i)))∥2 = 0

m−(N′(i)) = ∥f−i (N′(i)) + f+i−1(N′(i) + f−i (N′(i)))∥2 = 0
(3.5)

where m+(N(i)) and m−(N(i)) are the forward motion consistency and the backward
motion consistency of node N(i), respectively. ∥ ∥2 is the L2 norm.
Motion inconsistency caused by occlusions Given a trajectory from the forward track-
ing (or the backward tracking), the motion consistency m+(N(i)) might not be zero if
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Figure 3.5: Ambiguity of correspondences
When a point is covered by a thin raindrop, it has two correspondences in other frames:
the raindrop and the covered object. The causes incorrect tracking for optical flow that
assumes only one correspondence.

N(i + 1) is occluded. In events A and B, N(i + 1) is completely occluded by an opaque
object or a thick raindrop. In this case, N(i) does not have a corresponding node in
the next frame. However, the inter-frame optical flow f+i still gives correspondence
for N(i). This is because the optical flow regulation forces every pixel to have corre-
spondence. Thus, corresponding node N(i) + f+i (N(i)) is wrong, resulting in a non-zero
motion consistency.

In event C, N(i + 1) is occluded by a thin raindrop, which according to Eq. (3.1),
can generate a partial occlusion. As illustrated in Fig. 3.5, in this event, the consis-
tency is likely to be non-zero, since the pixel at N(i + 1) is the mixture of both the
tracked node and the raindrop, where each of them has correspondence in the previous
frame; causing both the forward and backward optical flow to likely generate wrong
correspondence. Here, the mixture level α plays an important role for the wrong cor-
respondence. Overall, the thicker the raindrop, the more likely the consistency is to be
non-zero.

In event D, N(i + 1) is occluded by a considerably thin raindrop, where N(i + 1)
is sufficiently visible such that both the forward and backward optical flow correctly
match N(i) with N(i + 1). In this event, the mixture level is close to zero, usually less
than 0.2.
Motion consistency feature Since events A, B and C might result in a non-zero motion
consistency value, we can use the consistency, m+(N(i)) and m−(N(i)), as features to
indicate the presence of occlusion, which in some cases, can be raindrops.

We calculate the motion consistency feature for each frame at ti by collecting m+

and m− of all the nodes in the frame, denoted as Mi. Assuming the video frame rate
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is 24 f ps 1 and raindrops are static in a short time period (one second), we sum up the
features over 24 frames:

Mi =
∑

i−24< j≤i

M j. (3.6)

Some pixels might not have consistency values due to the failure of optical flow to
track. In this case, we obtain the values from linear interpolation. Fig. 3.7.a shows an
example ofMi.

As for event D, since possible occlusion can not be detected by the motion con-
sistency, we detect it based on the appearance analysis, discussed in the subsequent
section.

Appearance Analysis

Given a trajectory T, we crop a small image patch, denoted as P(i), centered at each
node N(i) with length r, where r is set to 21 pixels by default (based on the resolution
of our videos). Fig. 3.6 shows an example of patches sequenced along trajectories for
events A, B, C, and D.
Appearance consistency As can be seen in Fig. 3.6, all four events might generate
appearance changes, particularly for events A, B and C. We calculate the appearance
consistency for node N(i) using:

a(N(i)) = ∥SIFT(P(i + 1)) − SIFT(P(i))∥2, (3.7)

where SIFT( ) is the SIFT descriptor [37], converts patch P to one feature array. For
color images, RGB channels are converted separately and, later combined.

The reason of choosing SIFT is to achieve robustness against some degrees of affine
deformation. Since even without occlusions, the appearance of an image patch might
change. Note that within a few frames (i.e., fewer than 24 frames), these changes should
be within the degrees where SIFT can still work, since they represent less than 1 second
in real time.

1The 24fps framerate only for reference on how we can deal with raindrop dynamics since our method
assumes static raindrops during the detection process, while in fact in the real world raindrops can move.
Hence, assuming the widely adopted framerate, it means we assume raindrops at least do not move
in 1-second period of time. Obviously, a higher framerate does not pose any problem (except for the
computation time), however a much lower framerate will create a large displacement problem, which
can affect the optical flow accuracy.
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No event 

Event A: Non-raindrop occlusion and drift 

Event B: Thick raindrop occlusion and drift 

Event C: Thin raindrop occlusion and drift 

Event D: Thin raindrop occlusion, no drift 

Figure 3.6: Appearance of trajectories in Fig. 3.4.
The patch size (21×21 pixels by default) is set to 41×41 pixels for better visualization.
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Similar to the motion consistency, we compute the appearance consistency for
frame ti, denoted as Ai, by collecting the appearance consistency of all of the nodes in
the frame. The integration of Ai over 24 frames is denoted as Ai. Fig. 3.7.b shows an
example ofAi.

The appearance consistency is able to detect all of the occlusion events (A, B, C, and
D), however, it lacks the ability to distinguish a non-raindrop occlusion from a solid
raindrop occlusion.
Sharpness analysis We define the sharpness of patch P(i) as:

s(P(i)) =
∑

(x,y)∈P(i)

wwwwwwwwww ∂∂xI(x, y),
∂
∂y

I(x, y)

wwwwwwwwww2

(3.8)

where I(x, y) is the intensity value of pixel (x, y). For color images, RGB channels are
calculated separately and added up afterward.

Unlike blurred raindrops that have low sharpness in the area including the bound-
ary, non-raindrop objects will have large sharpness at their boundary, or inside their
area when they are textured. Therefore, by evaluating the sharpness, we can differenti-
ate non-raindrop objects (Event A) from raindrops (Events B, C and D). The sharpness
for frame ti, denoted as Si is the collection of the sharpness of all nodes in the frame.
The integration of Si over 24 frames is denoted as Si, Fig. 3.7.c shows an example of Si.
Raindrop mixture level Analyzing the sharpness along trajectories does not only enable
us to distinguish raindrops from non-raindrop objects, but it also allows us to estimate
the raindrop mixture level, α. For a given patch P(i), Eq. (3.1) can be rewritten as:

P(i) = (1 − α(i))Pc + α(i)Pr(i)

α(i) = α(N(i)) = α(x(ti), y(ti)),
(3.9)

where Pc is the clear patch component and Pr(i) is the raindrop component. α(i) is
the mixture level of the patch. In the equation, we have made two approximations:
First, the mixture level α inside a patch is constant. Second, the change of clear patch
component Pc along the trajectory is negligible in a short time period (i.e., within 24
frames for a video with 24 f ps).

From Eqs. (3.8) and (3.9), we can write the following:

s(P(i)) = s[(1 − α(i))Pc + α(i)Pr(i)]

≤ s[(1 − α(i))Pc] + s[(α(i)Pr(i)]

= (1 − α(i))s(Pc) + α(i)s(Pr(i)).

(3.10)
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(a) Motion consistency  (b) Appearance consistency  

(c) Sharpness  (d) Mixture level  

Figure 3.7: Raindrop features.
(a) Accumulated motion consistencyM. (b) Accumulated appearance consistency A.
(c) Accumulated sharpness S, colormap is inversed for visualization. (d) Mixture level
estimation B.
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s((1 − α(i))Pc) = s[P(i) − α(i)Pr(i)] ≤ s(Pc) + α(i)s(Pr(i)). (3.11)

Assuming the raindrop is sufficiently blurred, we have: s(Pr(i)) = 0. Substituting this
in Eqs. (3.10) and (3.11) and comparing them, we have: s(P(i)) = (1 − α(i))s(Pc). Thus,
we can estimate the mixture level of patch P(i) by comparing the sharpness with a clear
patch in the same trajectory as:

α(i) = 1 − s(P(i))/s(Pc). (3.12)

For a given patch N(i), sharpness of a clear patch sh(Pc) is obtained by evaluating
the patch sharpness for m neighbor patches along the trajectory:

s(Pc) = max s(P(i ± j)), j ≤ m, (3.13)

where m = 10 as default. When the clear patch has less texture, s(Pc) is small and will
result in a large error in Eq. (3.13). Hence, we only use textured patches to estimate the
mixture level. Note that, if m is too small, the trajectory interval is too short, making
us unable to have clear patches. On the contrary, if m is too large, the tracking drift
will accumulate, causing the trajectories to be incorrect. In our observation for our test
videos, m = 10 could avoid the problem.

Similarly, we can collect the mixture level for frame ti, denoted as Bi. The integration
of Bi is denoted as Bi. Fig. 3.7.d is an example of Bi.
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(a) Binary labeling (b) Multi labeling 

Figure 3.8: Raindrop detection via labeling.
(a) Binary labeling of the raindrop area. (b) Multiple labeling of the mixture level.

3.1.3 Raindrop Detection

The detection of raindrops can be described as a binary labeling problem, where
for given a frame, the labels are raindrop and non-raindrop. Similarly, the mixture
level can be described as a multiple labeling problem. The labeling can be done in the
framework of Markov random fields (MRFs).
Raindrop labeling In the previous section, three features are shown for raindrop
detection: motion consistencyM, appearance consistency A and sharpness S. Thus,
to detect raindrops, we combine these three features, after normalizing them, to form
the following data term:

Edata(x) = ∥F (x) − (wm + wa)L(x)∥1
F (x) = (wmM(x) + waA(x)) max(0, 1 − wsS(x))

(3.14)

where wm, wa and ws are the weight coefficients for the three features. And F (x) is the
combined feature. The weights were chosen empirically by considering the precision-
recall curve, where a larger weight enabled more sensitive detection. We set wm = 16,
wa = 16 and ws = 1 by default. L(x) ∈ {0, 1} is the binary label, with 0 being non-
raindrop. The normalization of the three features is done by setting the mean value to
0.5 and the variance to 0.5.

Since the boundaries of raindrops are significantly blurred, we can use a smoothness
prior term for labeling neighboring pixels:

Eprior(x) =
∑

x j∈V(x)

|L(x j) − L(x)|, (3.15)

where V(x) is the neighbor of x. We use graphcuts [14, 4, 5, 31] to solve the optimization.
Fig. 3.8.a is an example of the labeling result.
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Mixture level labeling Having obtained the binary labeling of the raindrop areas, we
further label the raindrop mixture level α(x) through multi-level labeling. We use the
estimated mixture level B (Eq. (3.12)) as a clue. The data term is expressed as:

E′data(x) = wb∥B(x) − α(x)∥1 + wL∥L̃(x) − α(x)∥1, (3.16)

where L̃(x) is the binary labeling result, wb and wL are the weight coefficients which are
set to wb = 8, wL = 2 by default. α(x) has 21 uniform levels from 0 to 1. The prior term
is set in a similar way to that of the binary labeling. Fig. 3.8.b shows our estimated
mixture level for all pixels.
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3.1.4 Raindrop Removal

Having detected the raindrops, the next step is to remove them. The idea is that
given a detected area of a raindrop, we collect the patches along the corresponding
trajectories, and use these patches as a source of information to fill in the detected
raindrop area.

Based on the binary labeling result, we first remove nodes in the trajectories that
are labeled as raindrops, since these trajectories are likely to be incorrect or drifted. By
this operation, some of the trajectories will be shortened, and the others will be broken
into two trajectories.

To replace the removed nodes of trajectories, we match the corresponding existing
trajectories based on [48], where the data term is based on SIFT, temporal order, and
inter-frame motion. Fig. 3.1.c is an example of matched trajectories. After matching, we
interpolate the missing nodes. Given a matched trajectory pair Ti and T j, the last node
of Ti, denoted as Ni(end) = (x(ti

end), y(ti
end)), is matched to the first node of T j, denoted

as N j(1) = (x(t j
start), y(t j

start)). Here, ti
end < t j

start means for all matched pairs. We linearly
interpolate the missing nodes between frames ti

end and t j
start based on:

N(k) =
t j
start − tk

t j
start − ti

end

Ni(end) +
tk − ti

end

t j
start − ti

end

N j(1), ti
end < tk < t j

start. (3.17)

Trajectory-based Video Completion

Having obtained the trajectories for the raindrop areas, the raindrop completion
is done by propagating the clear background pixels along a trajectory towards the
raindrop area. Using the guidance of trajectories, we propose a removal strategy which
preserves both spatial and temporal consistency.

The completion is done frame by frame. First, we start from the first frame and
move forward until we find a frame t which contains interpolated nodes. For the frame
t, inside a raindrop area, we denote the interpolated nodes as {Ni(t)}, where i is the
trajectory index. According to the trajectory, we find the corresponding nodes in the
previous frame: {Ni(t − 1)}. A transformation can be determined between the two sets
of nodes. Depending on the number of nodes in the set, we use affine transformation
for three and more matches, translation and rotation for two matches, and translation
for one match. Then, the image patch from t − 1 is transformed and placed at the
raindrop area in t. By utilizing information from groups of nodes, we preserve both
spatial consistency and temporal consistency. This process continues until it reaches



3.1. Raindrop Detection and Removal from Long Range Trajectory. 65

the last frame. For the repaired patch, we denote its confidence as: C(t) = C(t − 1) − 1.
The confidence degrades by 1 every time it is propagated. And the non-interpolated
patches have a confidence of 0.

Similarly, we do the backward process starting from the last frame. As a result, for
each repaired area, there are two solutions: one from the forward process, and one from
the backward process. We chose the one with the higher confidence. As for static or
quasi-static areas where no linked trajectory exists, we use the video inpainting method
by Wexler et al. [67] for repair. An example of the repaired video is shown in Fig. 3.1.d.
Thin raindrops For thin raindrops (event D, generally α < 0.2), the trajectories inside
the raindrop areas are already correct, therefore we do not need to propagate the
appearance from other frames, since we can directly enhance the appearance. As
discussed in Sec. 3.2, thin raindrops can be relatively blurred, hence to enhance them,
for a node N with appearance P, we convert P to P using 2D-DCT and set the constant
componentP(0, 0) = 0. Then, we enhance the sharpness according to the mixture level:
P′ = 1

1−αP. We replace the constant component which is the one with a non-raindrop
node along the trajectory. Finally, the enhanced patch P′ is obtained using inverse-DCT.
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3.1.5 Experiments

We conducted both quantitative and qualitative evaluation to measure the accu-
racy of our detection and removal method. Our video results are included in the
supplementary material.

Raindrop Detection

Dataset In our experiments, the video data were taken from different sources to avoid
data bias and to demonstrate the general applicability of our method. Data 1 was from
Sundarum et al. [56], data 3 was from KITTI Benchmark [18], data 5 and 7 were from
You et al. [71] and the rest were downloaded from the Internet. In these data, the camera
setups vary from a car mounted camera, a hand held camera to a surveillance camera.
Comparison with state-of-the-art We used both synthetic and real raindrops, and
compared our method with three state-of-the-art methods, Eigen et al.’s [10], You et
al.’s [71] and Roser et al.’s [46]. The results are shown in Fig. 3.9. As can be seen,
Eigen et al. ’s method failed to detect large and blurred raindrops, and mislabeled
textured areas (such as trees) as raindrops. As for You et al.’s method, although it
correctly detected thick raindrops, thin raindrops were simply neglected. Roser et al.’s
method detected round raindrops and thin raindrops only when the background was
textuerless.
Quantitative evaluation For the synthetic raindrops, data 1-4 in Fig. 3.9, we quantita-
tively evaluated using the precision-recall curve. In addition of number of raindrop
level evalutation, we also performed pixel-level evaluation. The precision is defined as
the number of the correctly labeled pixels divided by the number of all pixels labeled
as raindrops. The recall is defined as the number of the correctly labeled pixels divided
by the number of the actual raindrop pixels. The result is shown in Fig. 3.17. As can
be seen, our proposed method outperformed some existing methods for both accuracy
and recall. Our method have a low false alarm rate for both thick and thin raindrops.
As for the real raindrops, data 5-8, our method successfully labeled thin raindrops as
well as thick raindrops and achieved better precision.
False alarm rate evaluation To test the robustness of our method, we ran our algorithm
on the first four data shown in Fig. 3.9 with all the synthetic raindrop removed. Table 3.1
shows the number of raindrop spots detected, although there is no raindrop in the input
videos. Our method shows a significantly low false alarm rate compared to the other
methods.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

Figure 3.9: The raindrop detection results using our method and the existing methods
on synthetic data. Data 1: thick raindrops, car mounted camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

Figure 3.10: The raindrop detection results using our method and the existing methods
on synthetic data. Data 2: thin raindrops, surveillance camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

Figure 3.11: The raindrop detection results using our method and the existing methods
on synthetic data. Data 3: thick and thin raindrops, car mounted camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

Figure 3.12: The raindrop detection results using our method and the existing methods
on synthetic data. Data 4: thick and thin raindrops, hand held camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

N/A 

Figure 3.13: The raindrop detection results using our method and the existing methods
on real data. Data 5: thick and thin raindrops, hand held camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

N/A 

Figure 3.14: The raindrop detection results using our method and the existing methods
on real data. Data 6: thin raindrops, car mounted camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

N/A 

Figure 3.15: The raindrop detection results using our method and the existing methods
on real data. Data 7: thick raindrops with glare, hand held camera.
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Input Ground truth 

You et al. (2013) 

Eigen et al. (2013) Proposed 

Roser et al. (2009) 

N/A 

Figure 3.16: The raindrop detection results using our method and the existing methods
on real data. Data 8: thin raindrops with glare, car mounted camera.
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Figure 3.17: Precision-recall curve on detection for the methods shown in Fig. 3.9.
Evaluation at a pixel level.
Dashlines indicates the range where no data is available.
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Figure 3.18: Precision-recall curve on detection for the methods shown in Fig. 3.9.
Evaluation at number of raindrops level.
Dashlines indicates the range where no data is available.
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Table 3.1: False alarms on Data 1-4
(Fig. 3.9) with all synthetic raindrops removed. Evalu-
ated by number of spots erroneously detected as raindrops.

Proposed Eigen et al. You et al. Roser et al. 

Data 1 0 67 8 17 

Data 2 1 48 16 12 

Data 3 1 140 6 5 

Data 4 0 12 4 2 

Speed On a 1.4GHz notebook with Matlab and no parallelization, the interframe optical
flow was about one minute per frame. The tracking and feature collecting together
was about 0.2 second per frame. Graphcut was about 5 second for one detection
phase. While our algorithm is not real time, we consider it to be still useful for offline
applications, such as road accident analysis, Google-like street data collection, etc.
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Raindrop removal

Fig. 3.19 shows the results of raindrop removal of a few methods, along with the
groundtruth. The results include those of Eigen et al.’s [10] and You et al.’s [71]. Roser et
al.’s method does not provide the implementation details for raindrop removal, and
thus it was not included. As can observed in the figure, our method removed both
thin and thick raindrops. Eigen et al.’s method failed to remove large raindrops and
it erroneously smoothed textured area. You et al.’s method failed to remove thin
raindrops, and the quality is affected by the detection accuracy.
Repaired motion field Fig. 3.23 shows the results of the motion field estimation, before
and after the raindrop removal. As shown in the figure, our method can improve the
dense motion estimation, by removing the raindrops, and then repairing the motion
fields.



3.1. Raindrop Detection and Removal from Long Range Trajectory. 79

Ground truth Input 

Eigen et al. (2013) Proposed 

You et al. (2013) 

Figure 3.19: The raindrop removal results. Data 0: thick raindrops.
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Ground truth Input 

Eigen et al. (2013) Proposed 

You et al. (2013) 

Figure 3.20: The raindrop removal results. Data 1: thick raindrops.
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Ground truth Input 

Eigen et al. (2013) Proposed 

You et al. (2013) 

Figure 3.21: The raindrop removal results. Data 2: thin raindrops.
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Ground truth Input 

Eigen et al. (2013) Proposed 

You et al. (2013) 

Figure 3.22: The raindrop removal results. Data 3: thick and thin raindrops.
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OF of ground truth OF of repaired video 

Data 0: thick raindrop 

Data 1: thick raindrops 

Data 2: thin raindrops 

OF of input 

Data 3: thick and thin raindrops 

OF of ground truth OF of repaired video OF of input 

Figure 3.23: Comparison on motion field estimation before and after raindrop removal.
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3.1.6 Conclusion and Future Work

We have introduced a method that automatically detects and removes both thick
and thin raindrops using a local operation based on the long trajectory analysis. Our
idea is using the motion and appearance features that are extracted from analyzing the
trajectories-raindrops encountering events. These features are transformed into a la-
beling problem which is efficiently optimized in the framework of MRFs. The raindrop
removal is performed by utilizing patches indicated by trajectories, enabling the mo-
tion consistency to be preserved. We believe our algorithm can be extended to handle
other similar occluders, such as dirt or dust. For future work, we consider exploring
dense-trajectory analysis of dynamic raindrops and improving the computation time.
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3.2 Robust and Fast Motion Estimation for Video Com-

pletion
Video completion repairs damaged or undesired regions by filling them with the

most suitable data, and thus makes the whole video visually as realistic as possible.
The damaged regions can be caused by watermarks, logos, mud, undesired objects,
raindrops adhered to the lens, etc, which possibly occupy large space and appear in
a few consecutive frames. Completing these regions is challenging, since properly
interpolating large damaged regions spatially and temporally is rather problematic.

Methods based on the motion field is usually used to solve the completion problem.
They assume the target objects or regions to be removed are either static or moving
smoothly in consecutive frames. If the motion trajectory can be correctly modeled, they
can fill in the damaged regions by copying the pixels along its trajectory. However, in
real videos, the whole environment motion can be arbitrary and complex. It forces them
to focus on modeling the specific motion of the target regions in specific perspective
and to have strong constraints to simplify the environment motion. Zhang et al. [74]
and Jia et al. [26] limit the background motion to be translation only. Jia et al. [27] and
Patwardhan et al. [43] assume the background to be static. Shiratori et al. [52] and Liu
et al. [35] uses an existing optical flow method [1] to calculate the motion. Moreover,
the accuracy of optical flow calculated from damaged videos poses another problem,
since the existing methods of optical flow assume the input video does not contain any
damaged regions.

Instead of modeling specific object motion, in this paper, we focus on modeling more
general environment motion. We propose a method that utilizes sparse matching and
interpolation to estimate the environment motion. First, we employ SIFT [36], which
is robust to arbitrary motion, to find sparse correspondences in neighboring frames.
We remove the pixel correspondences in the damaged regions, and thus avoid their
influences. We adopt a fast dense point sampling method to ensure the correspondence
is uniformly distributed. Then, we generate a dense motion field by interpolating the
sparse correspondences. To achieve spatially and temporally coherent interpolation,
we propose a weighted explicit 2D polynomial fitting method. Unlike 3D polynomial
fitting, the proposed 2D fitting has significantly efficient computational time. Finally,
we finish the video completion by copying the correspondences indicated by the motion
trajectory.

The proposed method is generally applicable to spatially and temporally smooth
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(a) Damaged video (b) Motion estimation (c) Completed video 

Figure 3.24: Video completion using the proposed method.
(a) Input video with large and consecutive damage. (b) Motion estimation using the
proposed method. (c) Video completion using the motion.

motion, and is robust to handle a severely damaged video. In our experiment, it also
achieved high computational efficiency which was 7 times faster than the optical flow
based methods. Fig. 3.24 shows the result of the proposed method.

The rest of the paper is organized as follows. Section 2 describes the sparse matching
method. Section 3 explains the interpolation and completion method. Section 4 shows
quantitative experiments and applications in motion estimation and video completion.
Section 5 concludes the paper.
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(a) Damaged input and local matching areas 

(b) Distributed matching 

(c) Damaged area (d) Sparse motion 

(e) Dense motion 

Figure 3.25: The proposed motion estimation method.
(a) For 2 consecutive frames, sparse matching is performed in each corresponding
squared windows. (b) The sparse matching results, which are well distributed across
the image. (c) The damaged area. (d) The motion (green needles), which is calculated
by the matching. Motion correspondences in the damaged regions are removed. (e)
The interpolated dense motion using the proposed weighted polynomial fitting. Left
image: represented by needles. Right image: represented by color.
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3.2.1 Robust Sparse Matching

Sparse Matching In video, the appearance of an object can continuously change in
terms of scale, position, direction and perspective. [74, 27, 26, 43] make constraints to
simplify the motion estimation. Although [1, 34] are generally applicable to arbitrary
motion, like the methods by [52, 35], they suffer from the presence of damaged regions
(or the regions of undesired objects).

In the proposed method, first, the SIFT-based sparse matching is used to over-
come the changes of appearance. To some extent, SIFT keypoints are invariant to
scale, position, rotation, and perspective transformation [36]. Second, in sparse pixel
correspondences, one pixel correspondence can be assumed to be independent from
the other correspondences. Therefore, deleting the correspondences that represent the
damaged regions does not influence the correspondences of non-damaged regions.

Well Distributed Correspondences The proposed method uses sparse correspon-
dence as anchor points for motion interpolation. It requires that the sparse correspon-
dences are distributed uniformly across the images, in such a way that in any area,
there exist sufficient anchor points for interpolation. However, the original SIFT algo-
rithm tends to find correspondences in highly textured regions and to ignore others.
To address this problem, we modify the matching strategy of SIFT. As illustrated in
Fig. 3.25 (a), we do not apply the SIFT matching for the whole images, but for small
windows. As default, the size of each window is 80 × 80 pixels and at least 3 matching
pixels are found in each pair of windows. These small windows across the whole image
ensure the correspondences are well distributed. For the two neighboring windows,
there are 30 pixels overlapping so that the matching pixels in the window’s boundary
is not neglected. This matching strategy does not influence the computational time
significantly, since only half of a window is matched twice. This strategy is inspired by
Tuytelaars [63].

Fig. 3.25 (b) shows an example of the sparse matching. Mathematically, we denote
all the N matching pixels found between frame t1 and frame t2 as:

{(xk, yk, x′k, y
′
k)}t1,t2 , k = 1, 2, · · · ,N, (3.18)

where (xk, yk) is a pixel in frame t1 and (x′k, y
′
k) is its correspondence in frame t2. We

apply the matching between consecutive frames. Specifically, for a given frame, the
matching is found in both the previous and the subsequent 5 frames.
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Correspondence to Motion Estimating the motion of corresponding pairs is straight-
forward. Referring to the notation in Eq. (3.18), for a corresponding pair (x, y) and
(x′, y′), the motion at (x, y) is denoted as (δx, δy), which is equal to (x′−x, y′− y). Specif-
ically, we can denote all the corresponding pairs of the sparse motion between frame t1

and t2 as:
{(xk, yk, δxk, δyk)}t1,t2 , k = 1, 2, · · · ,N. (3.19)

Figs. 3.25 (c)and(d) shows an example, where the sparse motion is represented by short
arrows. Erroneous matching are directly removed.
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3.2.2 Fast Space-time Motion Interpolation

Explicit Polynomial Fitting Having found the sparse motion, we estimate the dense
motion by doing interpolation based on 2D explicit polynomial fitting. First, we in-
troduce the un-weighted 2D explicit polynomial fitting, where an m degree 2D explicit
polynomial Pm can be expressed as:

Pm(x, y) =
∑

i+ j=0,1,··· ,m
ai jxiy j, (3.20)

with {ai j} the polynomial coefficients. We interpolate the sparse motion in the x direction
and the y direction separately. The interpolation, in the x direction for example, implies
finding the polynomial coefficients {ai j} that minimizes the squared sum fitting error:∑

k=1,2,··· ,N
|δxk − Pm(xk, yk)|2, (3.21)

where {(xk, yk, δxk)}t1,t2 are found by the sparse matching (Eq. (2)). We use the eigen-
based method, which is significantly fast, to solve Eq. (3.21). More details about the
method can be found in [62].

Temporal Coherent Weighted Fitting The fitting introduced in Eqs. (3.20) and (3.21) is
temporally incoherent, since each frame is fitted independently. To make it temporally
coherent, we propose an efficient weighted 2D polynomial fitting method to fit multiple
frames simultaneously. Referring to the notation in Eqs. (3.19) and (3.21), the weighted
fitting means to find the 2D polynomial Pm that minimizes the following error function:

J∑
j=−J

(
W(t j − T)

N∑
k=1

|δxk,t j − Pm(xk,t j , yk,t j)|2
)
, (3.22)

where T is the center frame and {t j} are its previous and subsequent J frames. W(·) is a
weight function which only depends on the temporal distance. W(·) is expressed as:

W(∆t) =
1

(∆t)2

|J − ∆t + 1|
J

, (3.23)

where∆t = t j−T is the temporal distance between the corresponding pairs, 1
(∆t)2 is called

the speed term and |J−∆t+1|
J is called the coherent term. The speed term converts the

distance of the corresponding pairs to average speed. The coherent term is a pyramid
function, such that high weight is given to temporally close matching pairs. Having
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P found from the fitting, the motion at any place (x, y) to any temporal distance ∆t is
calculated as:

(δx, δy)∆t = P(x, y)∆t = (Px(x, y)∆t,Py(x, y)∆t). (3.24)

Considering the balance between accuracy and efficiency, as default, we set J = 5 and
m = 10. Fig. 3.25(e) shows an example of the interpolated motion field.

Considerable efficiency can be achieved by the proposed 2D fitting. Referring to
Eq. (3.20), the number of coefficients {ai j} to be solved is in O(m2) complexity. If we
use 3D polynomial, Pm(x, y, t) =

∑
i+ j+k=0,1,··· ,m ai jkxiy jtk, the number of coefficients {ai jk} is

O(m3), which is considerably time consuming.

Video Completion We fill in the damaged regions in the input video by utilizing the
estimated motion function. For a given frame with its motion function P, the damaged
regions are completed in a pixel-by-pixel basis. For a given damaged pixel (x, y), its
correspondence (x′, y′) in other frames is found by:

(x′, y′) = (x + Px(x, y)∆t, y + Py(x, y)∆t). (3.25)

According to Eq. (3.25) we can find one correspondence in each of the neighboring
frame. The spatially and temporally closest undamaged correspondence is considered
to be the most coherent and thus chosen to be the best. Then, (x, y) is completed by
copying the best correspondence. In the final stage, for those pixels whose correspon-
dence is in the damaged regions, we adopt an image inpainting method [9] to complete
them. Fig. 3.24(c) shows the result of a completed video.
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3.2.3 Experiments

In this section, experiments to quantitatively analyze the effectiveness of the pro-
posed video completion methods are provided.

Experiments and settings

To evaluate the effectiveness of the video completion method, we use data taken by
vehicle mounted camera in cloudy days. The cloudy day environment mimics the rainy
day environment but do not have adherent raindrops. Raindrop areas to be removed
are manually label. All the situations: fast moving area, slowly moving area and static
area are tested.

Comparison with existing methods.

To demonstrate the effectiveness, our method are compared with existing methods.
As introduced in related works, the following 3 methods are chosen:

1. Image inpainting. (Criminisi et al. [8, 9]).
2. Space-time completion. (Wexler et al. [67])
3. Motion based completion. (Shiratori et al. [52])

Quantitative Evaluation

For quantitative analysis, we calculate the average intensity difference between the
repaired image and the ground truth.

For each pixel in the repairing area, it is considered to be a RGB pixel:

I = (R,G,B) (3.26)

And each pixel is 8-bit from 0 to 255.
For each repaired pixel Ir, its error from the groundtruth Io is calculated as:

E = ||Ir − Io||0 = |Rr − R0| + |Gr − G0| + |Br − B0| (3.27)

For each experiment and each repairing method, the repairing error is calculated as
the average error of all repaired pixels. The average error of 4 methods in 3 experiments
are listed in Table 3.
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(b) Input video 

(c) Image inpaiting 

(d) Space-time video completion 

(e) Dense motion based video completion 

(f) Our proposed method 

(a) Ground truth 

Figure 3.26: Video completion in fast moving area using our proposed methods and
existing methods.
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(b) Input video 

(c) Image inpaiting 

(d) Space-time video completion 

(e) Dense motion based video completion 

(f) Our proposed method 

(a) Ground truth 

Figure 3.27: Video completion in slowly moving area using our proposed methods and
existing methods.
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(b) Input video

(c) Image inpaiting

(d) Space-time video completion

(e) Dense motion based video completion

(f) Our proposed method

(a) Ground truth

Figure 3.28: Video completion in static area using our proposed methods and existing
methods.
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(a) Input video 

(b) Image inpaiting 

(c) Space-time video completion 

(d) Dense motion based video completion 

(e) Our proposed method 

Figure 3.29: Raindrop removal on Tohoku data using our proposed methods and
existing methods (I).
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(a) Input video 

(b) Image inpaiting 

(c) Space-time video completion 

(d) Dense motion based video completion 

(e) Our proposed method 

Figure 3.30: Raindrop removal on Tohoku data using our proposed methods and
existing methods (II).
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Table 3.2: Comparison on average repairing error.

Fast motion area Slow motion area Static area

Image inpainting 13.5 24.4 90.0

Space-time video 

completion
10.0 19.6 1.7

Dense motion based 

video completion
80.9 77.1 190.7

Our method 13.2 20.7 3.5

Tohoku Data

Lastly, we show the results of video completion on real data with adherent raindrop
taken in Japanese northeastern area. Our experiments are also compared with three
existing methods. The results are shown in Figs. 3.26 and 3.2.3.

Robustness Real videos captured by a car-mounted camera were used to test the
robustness of the proposed motion estimation method. As shown in Fig. 3.31, we
randomly deleted one third of the frames which makes the video seriously damaged.
Since the car was moving along the road, the motion of the foreground should point to
the end of the road, and the nearer object should have larger motion. For comparison,
two typical optical flow methods were also tested: L-K-flow [1] which is used by
Shiratori et al. [52] and SIFT-flow [34] which is the state-of-art. As one can see, only the
proposed method estimated the motion more robustly.

Efficiency

Under the same hardware and environment, the average time used to repair one
frame (640×480) using the proposed method and the two other methods is listed in Table
3.4. As shown in the table, the proposed method is significantly faster. The proposed
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Table 3.3: Average completion error

Fast moving area Slowly moving area Static area 

Before completion 120.1 79.5 171.7 

Criminisi 2003 23.5 34.4 3.5 

Shiratori 2006 80.9 77.1 190.7 

The proposed method 13.2 20.7 3.5 

Table 3.4: Average completion time per frame

Criminisi 2003 Shiratori 2006  The proposed method 

80s 145s 19s 

method is also generally applicable to any large and consecutive video damage, as
shown in Fig. 3.32.
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(a) L-K flow (b) SIFT flow (c) Proposed method 

Figure 3.31: Two experiments on robust motion estimation.
Row 1 and 3: input video and motion needles. Row 2 and 4: motion visualized by
color.
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Input video Deleted area 

Criminisi 2003 Shiratori 2006 

Proposed method 
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V V
A 

Figure 3.32: Applications of video completion on logo removal.
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Input video Deleted area 

Criminisi 2003 Shiratori 2006 

Proposed method 

Figure 3.33: Applications of video completion on raindrop removal.
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3.2.4 Conclusion

We have proposed a sparse matching and interpolation based motion estimation
method for completing video with large and consecutive damage. The SIFT based
matching is used to estimate the initial sparse correspondences, followed by a dense
motion interpolation using a weighted 2D polynomial is applied. Limitations of this
method include the inaccuracy in capturing sharp and small motion, which we consider
to be our future work.
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Chapter 4

Blend-in Model Based Method

In previous chapter, we have introduced the methods based on the modeling of
smooth camera motion. Other than utilizing the extrinsic properties. In this chapter,
we use the assumption which is relative more depending on the raindrop intrinsic
modeling, says, the blend-in modeling. As introduced in Chapter 2.2, using the blend-
in model, the proposed method does not need to assume the camera undergoes a
smooth motion.

4.1 Raindrop Detection

4.1.1 Feature Extraction

We generate two features for the detection: a motion feature (OF) which is based
on the analysis of clear images in Sec. 3; and the intensity change feature (IC) which
is based on analysis blurred images in Sec. 4. We calculate the motion feature using
a robust optic flow algorithm, e.g., SIFT-flow [34], which is shown in Fig. 2.14.b, and
calculate the intensity change feature using |I(x, y, t1)− I(x, y, t2)|, which is shown in Fig.
4.2.b.

In the examples, the two features are calculated using only two consecutive frames.
In fact, the features will be more informative if they are calculated using data accumu-
lated over more frames. Statistically the more frames used, the more descriptive the
features are. Unfortunately, raindrop positions can shift over a certain period of time,
making the detection using long frames erroneous. In our observation, with moderate
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(a) Image sequence (b) Inter frame  

SIFT flow 

(c) Summation of (b) 

over 100 frames  

Figure 4.1: The accumulated optic flow as a feature.

(a) Image sequence (b) Inter frame 

intensity change 

(c) Summation of (b) 

over 100 frames 

Figure 4.2: The accumulated intensity changes as a feature.

wind, raindrops can be considered static over a few seconds. As default, we calculate
over 100 frames which is about 4 seconds for the frame rate of 24 fps. Figs. 2.14.c and
4.2.c show examples of the two accumulated features.

We employ both features to have optimal accuracy. If time is a concern, however,
we can use only intensity change.

4.1.2 Refined Detection

Having calculated the features, we use level sets [54] to identify raindrops. First, a
convolution with Gaussian (σ = 2 pixels by default) is employed to reduce noise. Then,
level sets are calculated, as illustrated in Fig. 4.3. Specifically, for the normalized 2D
feature, we calculate the level-sets range from -2 to 2 with the step 0.05.

The following criteria are applied further for determining raindrop areas:

1. Feature threshold. As analyzed previously, raindrop areas should have smaller
feature values. Hence, we normalized the accumulated feature with the mean
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Figure 4.3: The detection pipeline.
Our method can work in real time if using only the intensity change.
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value 0 and variance 1. In our experiment, those pixels with feature values less
than −0.7 are considered to be raindrop pixels.

2. Smoothness. As analyzed in Sec. 3.1, (Eq. 2.1), raindrop contours usually have a
smoothness value at 2π. Thus, we set the threshold for smoothness as 2.5π.

Note that, unlike [71], we do not utilize the closure explicitly, since it is already
represented by the smoothness, which cannot be defined to non-closed lines. We also
do not use size, as it varies significantly. Fig. 4.3 shows the detecton pipeline. For each
detection, we accumulate the feature for the past 4 seconds and compute the level sets
to detect raindrops. The overall detection algorithm is described in Algorithm. 1.

4.1.3 Real Time Detection

The detection method can work in real time if we use only the intensity change as
the feature. We ran our program on a 3.1GHz CPU and Matlab with no parallelization.
The video was 1280×720, 24fps. Accumulating the feature took 0.0086s per frame,
which was 0.10s for 12 frames. Gaussian filter took 0.04s. The level sets took 0.22s.
Selecting contours took 0.06s. The overall computing time for each detection phase
was 0.42s.
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Algorithm 1 Raindrop detection
Default parameter settings

Video: 1080 × 720, 24 f ps
Feature accumulating period: 4s(96 f rames)
Number of detection phases: 2 per second
Feature threshold:
−0.7 for intensity change
−0.4 for optic flow

Smoothness threshold: 2.5π
while (not video end)

compute the feature for new frames
Accumulate the feature in specified period
if (Detection phase)

reduce noise of feature, σ = 2 Gaussian filter
normalize feature to average = 0, variance = 1
calculate level sets of the feature image.
for (all contours)

if ( f eature < threshold
& smoothness < threshold )
This contour circles a raindrop

end
end
Displace result for current detection phase

end
end
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4.2 Raindrop Removal and Image Restoration
Existing methods try to restore the entire areas of the detected raindrops by consid-

ering them as solid occluders [46, 69]. In contrast, we try to restore the raindrop areas
from the available information about the environment whenever possible. Based on
Eq. (2.34), we know that some areas of a raindrop completely occludes the scene be-
hind, however the rest occludes only partially. For partially occluding areas, we restore
them by retrieving as much as possible information of the scene, and for completely
occluding areas, we recover them by using a video completion technique.

4.2.1 Restoration

A blurred image can be recovered by estimating Ie(x, y) in Eq. (2.34), in the condition
that the blending value is moderate, i.e., α(x, y) < 1. To do this, we first have to calculate
α in Eq. (2.34). Note that, based on our previous detection phase, the positions and
shapes of raindrops on the image plane are known. Using the out-of-focus blur model
in Fig. 2.15, the diameter ℓ of the equivalent light path area on the image plane is given
by:

ℓ =
(D − d)
(D − f )

f 2

Od
, (4.1)

where f is the focal length. O is the relative aperture size (also called f-stop) which
can be found in the camera setting. D can be assumed to be infinite, and d is estimated
empirically (we assumed constant throughout our experiments). The derivation of Eq.
(2.36) can be found in the literature of depth from defocus [55]. Thus, a circle centered
at (x, y) with diameter ℓ on the image plane can be drawn, as shown in Figs. 2.16 and
b’. The blending coefficient α(x, y) is the proportion of the circle that overlaps with the
raindrop.

Having obtained α, we recover Ie from the frequency domain. According to Eq.
(2.41), the high frequency component of raindrop Ir is negligible. Thus, for frequency
higher than a threshold ωth, we have:

Ie(x, y, ω) =
1

1 − α(x, y)
I(x, y, ω), ω > ωth, (4.2)

where I(x, y, ω) is the Discrete Cosine Fourier Transform (DCT) of I(x, y, t) on N con-
secutive frames. ωth is set as 0.05N as default. As for the low frequency component,
we replace it with the mean of its spatial neighborhood (from only the non-raindrop



4.2. Raindrop Removal and Image Restoration 111

Algorithm 2 Raindrop removal
if (default)

N = 100, ωth = 0.05N, ∆x = ∆y = ±1pixel
th1 = 250, th2 = 40

end
Load N continuous frames
Calculate α(x, y) for each pixel I(x, y, ·).
if (max(I(x, y, ·)) > th1 & α(x, y) > 0) {(x, y) is glare}
for (non-glare pixels and 0 < α(x, y) < 0.9)

for ((R; G; B) channel separately)
while (∃ pixel unprocessed)

Find pixel with smallest α (I(x, y, ·))
Find neighbors of (x, y) in (x + ∆x, y + ∆y)
Remove neighbors (intensity difference > th2)
Do DCT: I(x, y, ω) = I(x, y, t)
I(x, y, ωth : N) = 1

1−α(x,y)I(x, y, ωth : N)
I(x, y, 1 : ωth) = mean(I(x + ∆x, y + ∆y, 1 : ωth))

Do inverse-DCT
end

end
end
Repair the remaining areas using an inpainting method.
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pixels or the already restored pixels):

Ie(x, y, ω) = mean(I(x + ∆x,y + ∆y, ω)), ω ≤ ωth, (4.3)

where (x + ∆x, y + ∆y),∆x,∆y ≤ 1 pixel are spatial neighborhood of (x, y). When
averaging, we exclude neighboring pixels that have intensity differences larger than 40
(in 8-bit RGB value). By combining Eqs. (4.2) and (4.3), and performing inverse-DCT,
we recover Ie(x, y, t).

4.2.2 Video Completion

Having restored the partially occluding raindrop pixels, there are two types of
remaining areas to complete:

• When α is close or equal to 1.0, Ie will be too scarce to be restored, as shown in
Eq. (4.2). Because of this, we do not restore pixels with α > 0.9.

• When there is glare, the light component from raindrop will be too strong and
therefore saturated.

For those areas, we adopt Wexler et al.’s [67] space-time video completion method.
As discussed in the related work, the method [67] only assumes that missing data reap-
pears elsewhere in the video, which is most likely to be satisfied in outdoor scenes. The
overall algorithm of our proposed raindrop removal algorithm is shown in Algorithm
2.
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4.3 Experiments and Applications
We conducted quantitative experiments to measure the accuracy and general ap-

plicability of our detection and removal method. To show the benefits of our method,
we include two real applications of our method on motion estimation and structure
from motion. Results in video are included in the supplementary material.

4.3.1 Quantitative analysis on detection

We evaluated how raindrop size, blur, motion, scene complexity affect the detection
using synthetic data, and estimated the optimal parameters. We also conducted the
detection on various real scenes and compared the performance with that of the state-
of-art methods. We use the precision-recall curve for our evaluation, where precision
is defined as the number of the correct detection divided by the number of all the
detection, and recall as the number of correct detection divided by the number of the
detectable raindrops.

Raindrop size and blur As discussed in Sec. 3.2, our detection method is based
on the fact that raindrops behave like a fish-eye lens and contract the environment.
Obviously, a larger raindrop contracts less than a smaller raindrop does. Hence, rain-
drop physical size, which is limited by the raindrop tensor, affects the contraction ratio.
Moreover, since our input is an image, the distance between the raindrop and the
camera lens also affect the contraction ratio.

When raindrops are close to the lens, we need to consider the effect of out-of-
focus blurring. Since, the closer to the lens, the more blur the raindrop is, implying
lesser visibility. In our experiment, we explored how raindrop size and blur affect
the detection accuracy. As illustrated in Fig. 4.4, we generated synthetic raindrops
with fixed positions, but with various size and blurring levels. We fixed the detection
thresholds. The thresholds of the normalized intensity-change and optic flow feature
were set to -0.4 and -0.3, respectively, and the smoothness was set to 2.5π.

The detection precision and recall were evaluated using two methods: pixel-based
and number-of-raindrop based methods. For the pixel-based method, the ground truth
is the pixels with the raindrop blending coefficient α > 0.1. Fig. 4.5 shows the results.
As we can see, for highly visible raindrops, the detection precision and recall rate was
not obviously affected by raindrop size. The recall rate was mainly affected by raindrop
visibility. When the raindrops were too small and hardly visible, the detection recall
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Figure 4.4: Synthetic raindrops with various size and blur levels.
The image size is 720×480, raindrop size (long axis) varies from 20 to 60 pixels, and the
radius of the disk-blur-kernel varies from 0 to 40 pixels.
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Recall: pixel based 

Raindrop size 20 30 40 50 60 

Blur  0 0.92 0.97 0.98 0.98 0.84 

5 0.83 0.89 0.91 0.91 0.91 

10 0.60 0.71 0.74 0.76 0.77 

20 0.10 0.25 0.39 0.47 0.46 

30 0.03 0.04 0.09 0.15 

40 0.03 0.03 0.01 

50 0.02 0.01 

60 0.00 

Recall: pixel based 

Raindrop Size 20 30 40 50 60 

Blur 0 0.40 0.65 0.82 0.94 0.67 

5 0.39 0.65 0.85 0.91 0.84 

10 0.11 0.42 0.63 0.69 0.74 

20 0 0.01 0.07 0.18 0.27 

30 0 0 0.01 0.03 

40 0 0 0.00 

50 0 0 

60 0 

Precision: pixel based 

Raindrop Size 20 30 40 50 60 

Blur 0 0.58 0.56 0.61 0.68 0.72 

5 0.74 0.75 0.77 0.83 0.90 

10 0.95 0.93 0.94 0.95 0.97 

20 1 1 1 1 1 

30 1 1 1 1 

40 1 1 1 

50 1 1 

60 1 

Precision: pixel based 

Raindrop Size 20 30 40 50 60 

Blur  0 0.53 0.76 0.86 0.88 0.94 

5 0.70 0.90 0.97 0.98 0.99 

10 0.76 0.95 0.99 0.98 1 

20 0.44 0.93 0.95 0.98 1 

30 0.39 0.74 0.93 1 

40 0.64 0.79 1 

50 0.83 1 

60 1

In
te

n
si

ty
 c

h
an

g
e 

O
p

ti
ca

l 
F

lo
w

 

Figure 4.5: The precision and recall on detecting raindrops with various size and blur,
evaluated at pixel level
( Fig. 4.4). The detection threshold was fixed for all of the data. The threshold of the
normalized feature was set to 0.4 for the intensity change, and 0.3 for the optic flow.
And the smoothness threshold was set to 2.5π
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Recall: number of raindrops based

Raindrop size 20 30 40 50 60 

Blur 0 0.6 0.75 0.85 0.95 0.8 

5 0.6 0.8 0.95 1 0.9 

10 0.25 0.65 0.8 0.95 1 

20 0 0.05 0.05 0.65 0.75 

30 0 0 0.05 0.2 

40 0 0 0.05 

50 0 0 

60 0 

Precision: number of raindrops based 

Raindrop size 20 30 40 50 60 

Blur 0 1 1 1 1 1 

5 1 1 1 1 1 

10 1 1 1 1 1 

20 1 1 1 1 1 

30 1 1 1 1 

40 1 1 1 

50 1 1 

60 1 

Recall: number of raindrops based 

Raindrop size 20 30 40 50 60 

Blur 0 0.95 1 1 1 0.85 

5 1 1 1 1 1 

10 0.95 1 1 1 1 

20 0.2 0.7 0.9 1 1 

30 0.2 0.4 0.65 0.75 

40 0.25 0.65 0.15 

50 0.35 0.15 

60 0.05 

Precision: number of raindrops based 

Raindrop size 20 30 40 50 60 

Blur 0 0.59 0.74 0.87 0.74 1 

5 0.65 0.80 0.95 0.91 1 

10 0.61 0.87 0.95 0.83 1 

20 0.27 0.82 0.72 0.83 1 

30 0.36 0.57 0.87 1 

40 0.63 0.76 1 

50 0.78 1 

60 1 
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Figure 4.6: The precision and recall on detecting raindrops with various size and blur,
, evaluated at number of raindrops level
( Fig. 4.4). The detection threshold was fixed for all of the data. The threshold of the
normalized feature was set to 0.4 for the intensity change, and 0.3 for the optic flow.
And the smoothness threshold was set to 2.5π
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rate dropped, and when the raindrops were blurred, their visibility decreased and the
recall rate went down accordingly.

When evaluated by the number of pixels, the precision rate was higher on detecting
larger raindrops. When evaluated by the number of raindrops, however, the precision
rate was about the same for raindrops with any size. As the raindrop visibility de-
creased, the precision did not drop drastically, which indicated a low false alarm rate
of our method.

Raindrop motion and detection latency As discussed in Sec. 5, our features are
more accurate if they are accumulated overtime. In our experiment, we accumulated
the features over 100 frames, which took around 4 seconds for a video with 24 fps.
Hence, we assumed the raindrops need to be static within 4 seconds.

We investigated the tolerance of our method on detecting raindrops which is not
quasi-static. As illustrated in Fig. 4.7, we generated synthetic raindrops with controlled
motion speed. The raindrop size was 40 pixels and the raindrops were blurred with a
5 pixel disk kernel. The speed of raindrops varied from 0 to 4 pixels/frame ( 0 to 100
pixels per second).

Accumulating features will increase the distinction between raindrop and non-
raindrop areas. However, when raindrops are moving, this is inapplicable anymore.
Hence, we need to know how many frames needed to reliably detect raindrops robustly.
An example is illustrated in Fig. 4.8. Here, the threshold for the normalized intensity
change and optic flow features were set to 0.4 and 0.3 respectively. The raindrop
parameter was set to 60 pixels to 120 pixels. The smoothness was set to 2.5π. The
precision and recall of all data is listed in Fig. 4.9.

As shown, when raindrops are quasi-static, the detection accuracy was stable. The
detection accuracy dropped significantly when using less than 10 frames. When using
100 frames and the raindrop moving speed was less than 0.4 pixel per frame (10 pixel per
second), the detection accuracy was considerably stable. However, when the speed was
increased to more than 0.4 pixel per frame, accumulating less than 100 frames increased
the accuracy. In this experiments, the optimal number of accumulated frames was 20.
The limit raindrop speed of our method was 4 pixel per frame (100 pixel per second).
When raindrops moves faster and 4 pixels per frames, our method failed to detect them.
Fortunately, 4 pixels per frames is considerably fast, which is rare in light rainy scenes.

Textureless Scenes Our method assumes the environment is sufficiently textured.
Hence, in this experiment, we investigated how significant the absence of textures
influences the detection accuracy. In this experiment, the threshold for normalized
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Figure 4.7: Appearance of synthetic moving raindrops.
The raindrop size were 40 pixels and were blurred with a 5 pixel disk kernel. The speed
of raindrops varied from 0 to 4 pixels/frame (100 pixels per second).
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Figure 4.8: The influence of number of frames on feature accumulation.
Row 1, the accumulated feature. Row 2, the detection result. Row 3, the detection
result where the white area indicate raindrop. The raindrop size were 40 pixels (long
axis) and blurred with a 5 pixel disk kernel, raindrops were moving with a speed 1.2
pixel per frame (30 pixel per second).
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Frame 100 90 80 70 60 50 40 30 20 10 8 6 5 4 3 2 

Speed0 1 1 1 1 1 1 1 1 1 0.95 1 0.95 1 1 1 1 

0.20 1 1 1 1 1 1 1 1 1 0.95 1 0.94 1 1 1 0.5 

0.40 1 1 1 1 1 1 1 1 1 0.95 1 0.95 1 1 1 1 

0.72 1 1 1 1 1 1 1 1 1 0.95 1 0.94 1 1 1 1 

1.20 1 1 1 1 1 1 1 0.91 1 1 1 1 1 1 1 1 

1.52 1 0.66 1 1 1 1 1 0.95 1 1 1 1 1 1 1 0 

2.00 1 1 1 1 1 1 1 0.88 1 1 1 1 1 1 1 0 

3.00 1 1 1 1 1 1 1 0.40 1 0.86 1 1 1 1 1 0 

4.00 1 1 1 1 1 1 1 0.33 0.50 0.50 1 1 1 1 1 1 

Frame 100 90 80 70 60 50 40 30 20 10 8 6 5 4 3 2 

Speed0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

0.20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

0.40 1 1 1 1 1 1 1 0.95 0.95 1 1 1 1 1 1 1 

0.72 0.95 1 1 1 1 1 0.95 1 1 1 1 1 1 1 1 1 

1.20 1 1 1 0.93 1 1 1 1 1 1 1 1 1 1 1 1 

1.52 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

2.00 0.81 0.67 0.85 0.92 0.87 1 1 1 1 1 1 1 1 1 1 0.95 

3.00 0.86 0.8 0.85 1 1 0.82 1 1 1 1 1 1 1 1 1 1 

4.00 0.6 1 0.75 0.8 1 1 1 1 0.93 0.94 1 1 1 1 1 1 
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Figure 4.9: The precision on detecting raindrops with various raindrop speed and
detection latency of Fig. 4.7
. The detection threshold was fixed for all the data. The normalized feature threshold
was set to 0.4 for the intensity change, and 0.3 for the optic flow. The raindrop roundness
threshold hold was set to 2.5π
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Frame 100 90 80 70 60 50 40 30 20 10 8 6 5 4 3 2 

Speed0 1 1 1 0.95 1 1 1 1 1 1 1 1 1 0.95 0.9 0.85 

0.20 1 1 1 1 1 1 1 1 1 1 1 1 1 0.95 0.95 0.8 

0.40 0.9 0.85 0.85 0.9 0.95 1 0.95 1 1 1 1 1 1 0.95 0.85 0.9 

0.72 0.9 0.9 0.85 0.9 0.95 0.95 0.9 1 0.95 0.95 0.95 0.9 0.95 0.9 0.8 0.9 

1.20 0.6 0.65 0.75 0.65 0.75 0.85 0.85 1 1 0.95 1 0.95 0.85 0.8 0.85 0.85 

1.52 0.65 0.7 0.75 0.65 0.75 0.8 0.85 1 1 0.95 0.95 0.9 0.95 0.9 0.9 0.85 

2.00 0.65 0.6 0.55 0.55 0.65 0.75 0.75 0.9 1 1 0.95 0.95 1 0.85 0.85 0.85 

3.00 0.6 0.6 0.55 0.55 0.6 0.7 0.85 0.9 1 0.95 0.95 0.95 0.85 0.85 0.85 0.95 

4.00 0.15 0.2 0.15 0.2 0.35 0.3 0.35 0.35 0.65 0.75 0.85 0.85 0.75 0.7 0.75 0.65 
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Frame 100 90 80 70 60 50 40 30 20 10 8 6 5 4 3 2 

Speed0 1 1 1 1 1 1 1 1 1 0.95 1 0.95 0.9 0.85 0.65 0.1 

0.20 1 1 1 1 1 1 1 1 1 0.95 0.9 0.85 0.85 0.8 0.45 0.1 

0.40 1 1 1 1 1 1 1 0.95 0.95 0.95 0.9 0.9 0.8 0.75 0.6 0.15 

0.72 0.8 0.9 0.95 1 1 1 1 1 1 0.95 0.9 0.8 0.75 0.65 0.3 0 

1.20 0.25 0.4 0.4 0.7 0.85 0.85 1 1 1 0.9 0.85 0.6 0.5 0.5 0.2 0 

1.52 0.05 0.1 0.2 0.3 0.6 0.65 0.9 0.95 1 0.7 0.65 0.7 0.55 0.3 0.1 0 

2.00 0 0 0.05 0 0.15 0.35 0.5 0.7 0.85 0.6 0.6 0.45 0.3 0.2 0.15 0 

3.00 0 0 0 0 0 0 0.1 0.1 0.35 0.3 0.25 0.1 0.1 0.05 0.05 0 

4.00 0 0 0 0 0 0 0 0 0.05 0.05 0.05 0.05 0.05 0 0 0 

Figure 4.10: The recall on detecting raindrops with various raindrop speed and detec-
tion latency of Fig. 4.7.
The detection threshold was fixed for all the data. The normalized feature threshold
was set to 0.4 for the intensity change, and 0.3 for the optic flow. The raindrop roundness
threshold hold was set to 2.5π
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Figure 4.11: Gaussian blur on a scene
with σ varying from 0 to 10. The patch size is 120×120 pixels.
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Figure 4.12: The accumulated feature using intensity change and optic flow on textured
and textureless scenes.
100 frames are used for accumulation.

features was set to 0.4 for the intensity change while 0.1 for the optic flow. The
smoothness was set to 2.5π, and features were accumulated over 100 frames. As
illustrated in Fig. 4.11, we performed Gaussian blur on the scene, with σ varying from
0 to 10, and generated synthetic raindrops with a fixed size (40 pixels) and position.

As illustrated in Fig. 4.12, when the scene was textureless, the intensity change was
affected. The non-raindrop areas changed less on a less textured scene. The optic flow,
however, was not affected, because optic flow is based on the motion of texture. In
addition to that, most of the state of the art optic flow algorithms adopt the coarse-
to-fine strategy in estimating the flow. The coarse estimation provides a robust global
estimation while the fine estimation provides the accurate and detailed estimation.
Thus the texture-less input only affects OF feature. The precision recall is listed in
Fig. 4.13, which shows that when σ > 5, the accuracy of the intensity change based
method dropped because the feature on a textureless scene was less distinctive, and
the false alarm rate increased.
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Figure 4.13: The precision and recall of raindrop detection on textured and textureless
scenes.
The threshold for normailzed features was set to 0.4 for the intensity change and 0.1 for
the optic flow. The raindrop parameter was set to 60 pixels to 160 pixels. The roundness
threshold was set to 2.5π. Features were accumulated over 100 frames.

4.3.2 Quantitative Comparison on Detection

Real Scenes with Groundtruth We created a real data by dropping water on a
transparent panel as the ground truth and taking videos in the real world. We had
a few scenarios for the experiments. Experiment 1 included the disturbance of the
light sources. Experiment 2 emphasized on the varying shape and size of raindrops.
Experiment 3 focused on significantly blurred raindrops, and experiment 4 included
glare. The input and results are shown in the first four columns in Fig. 4.14.

We compared our method with Eigen et al.’s [10], Roser et al.’s [46] and Kurihata et
al.’s [32] method. Yamashita et al.’s [70, 69] methods require stereo cameras or a pan-tile
camera and were, thus, not included in the comparison. The results are shown in the
last two columns of Fig. 4.14.

We used the precision-recall curve to quantitatively analyze the performances. The
results for each experiment are shown in Fig. 4.20. According to the results, both
of our proposed method outperformed the existing methods. By combining IC with
OF, we obtained the best performance to detect all of the raindrops (because of IC)
while keeping a low false alarm rate (because of OF). The detection using the intensity
change performed best. Unlike the existing methods that only detect the center and
size of raindrops, our proposed method can detect raindrops with a large variety of
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shapes. Our method also achieved high robustness in detecting highly blurred and
glared raindrops.

Real scenes without groundtruth Fig. 4.14 shows the results of our detection
method in the following 3 situations: (1) A daily use hand held camera, as in ex-
periments 1-4. (2) A vehicle-mounted camera, which is widely used for navigation and
data collection. (3) A surveillance camera which was stuck into a fixed location. Our
method outperformed the existing methods in the all three situations as shown in the
figure.

4.3.3 Raindrop Removal

Quantitative tests on raindrop removal As illustrated in the first two columns of
Fig. 4.22, the synthesized raindrops were generated on a video, and used as an input.
Our method was compared with the method proposed by Wexler et al. [67]. In [46],
there is insufficient description for the removal algorithm and thus it was not compared
here. The results are shown in the last four columns of Fig. 4.21.

As shown in Fig. 4.21, for the quantitative evaluation, we ran each of them on 100
continuous frames and calculated the average error per pixel for each frame. The same
as Wexler et al. [67], the error was calculated on both the 8 bit (R; G; B) value and spatial-
temporal gradients (dx; dy; dt). The proposed method benefits from the restoration in
all the 3 situation. Using the same computer, our method needed 5 seconds per frame
to remove raindrops, and Wexler et al.’s needed 2 minutes.

Quantitative evaluation We show a few results of removing raindrops in videos
taken by a handle held camera and a vehicle-mounted camera, as shown in the first and
second row of Fig. 4.25 we can see the significant improvement. To demonstrate the
performance of our raindrop removal method, the manually labeled raindrops were
also included.

Overall evaluation The overall automatic raindrop detection and removal results
in videos taken by a hand held camera and a car mounted camera are shown in the
third row of Fig. 4.25, where we can see the significant visibility improvement.

4.3.4 Applications

To show the benefits of our method, we applied it to two common applications in
computer vision: motion field estimation and structure from motion.
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Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

Figure 4.14: The detection results of a night scene using our methods and the existing
methods.
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Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

Figure 4.15: The detection results of raindrops with arbitrary shapes using our methods
and the existing methods.



4.3. Experiments and Applications 127

Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

Figure 4.16: The detection results of raindrops with arbitrary size using our methods
and the existing methods.
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Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

Figure 4.17: The detection results of raindrops with highlights using our methods and
the existing methods.
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Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

N/A 

Figure 4.18: The detection results of video taken by a car-mounted camera using our
methods and the existing methods.
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Ground truth Input 

Optical flow (OF) Intensity change (IC) 

OF + IC Eigen(2013) 

Kurihata (2005) Roser (2009) 

N/A 

Figure 4.19: The detection results of video taken by a surveillance camera using our
methods and the existing methods.
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Figure 4.20: The precision(R)-recall(R) curves of our methods and the two existing
methods.
The thresholds of our normalized features are labeled.
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Figure 4.21: Average (R; G; B; dx; dy; dt) error
of recovering 100 continuous frames of the experiment shown in Fig. 4.22.
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Ground truth Input 

Our method Error: our method 

Wexler et al. (2004) Error: Wexler et al. 

Figure 4.22: The raindrop removal results using our methods and the method of Wexler
et al. [67] on a clear driving scene.
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Ground truth Input 

Our method Error: our method 

Wexler et al. (2004) Error: Wexler et al. 

Figure 4.23: The raindrop removal results using our methods and the method of Wexler
et al. [67] on a crowed driving scene.
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Ground truth Input 

Our method Error: our method 

Wexler et al. (2004) Error: Wexler et al. 

Figure 4.24: The raindrop removal results using our methods and the method of Wexler
et al. [67] on a textured scene.
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Figure 4.25: The raindrop removal using our method on a video taken by hand-held
camera.
First row: the input sequence. Second row: the removal result with the raindrops
manually labeled. Third row: the removal result with the raindrops automatically
detected.
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Figure 4.26: The raindrop removal using our method on a video taken by a car-mounted
camera.
First row: the input sequence. Second row: the removal result with the raindrops
manually labeled. Third row: the removal result with the raindrops automatically
detected.
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Motion estimation Adherent raindrops occlude the background and their motion is
significantly different from the background motion. By removing the raindrops, we
show that the motion in the background can be correctly estimated. We demonstrate
the improvement on various scenes shown in Fig. 4.27. SIFT-flow [34] was used for the
motion estimation; although, any optic flow algorithm can also be used.

In the scene of Fig. 4.27, we applied our method to a synthetically generated rain-
drop. As can be seen, the motion field of the raindrop images (the second row) is
significantly degraded compared to that of the clear images (the first row). Having
removed the raindrop, the motion field becomes more similar to that of the clear im-
ages (the third row). In the scene of Fig. 4.28, the images have global motion because
of the shaking camera. Although the estimation on the repaired images reflects the
global motion, the estimation on raindrop images is also significantly affected. In the
last scene (Fig. 4.29), the car-mounted camera was moving forward and the motion on
the repaired images correctly reflects the camera motion.

Structure from motion (SfM) Adherent raindrops move along with the camera
adversely affect the camera parameter estimation. As a result, they also negatively
affect the accuracy of the dense depth estimation. Hence, we expected that with
raindrops being removed, the robustness of the camera parameter and depth estimation
associated with the structure from motion technique can be improved. As illustrated
in Fig. 4.30, we performed the structure from motion method by Snavely et al. [53].
We used a clear video, a video with adherent raindrop and a repaired video as inputs.
Samples of those videos are shown in the second row of Fig. 4.22. As can be seen,
the repaired video provides better results than that of the raindrop video on both the
camera parameter estimation and dense depth estimation.
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Figure 4.27: Motion estimation using a clear video, raindrop video and repaired video
on a synthetic data.
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Figure 4.28: Motion estimation using a clear video, raindrop video and repaired video
on a real video taken by a hand-held camera.
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Figure 4.29: Motion estimation using a clear video, raindrop video and repaired video
on a real video taken by a car-mounted camera.
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Figure 4.30: Structure from motion using a clear video, raindrop video and repaired
video.
The input view are shown in the second row of Fig. 4.22.



142 Chapter 4 Blend-in Model Based Method

4.4 Summary
We have introduced a novel method to detect and remove adherent raindrops in

video. The key idea of detecting raindrops is based on our theoretical findings that the
motion of raindrop pixels is slower than that of non-raindrop pixels, and the temporal
change of intensity of raindrop pixels is smaller than that of non-raindrop pixels. The
important idea of our raindrop removal is to solve the blending function with the clues
from detection and intensity change in a few consecutive frames, as well as to employ a
video completion technique only for those that cannot be restored. To our knowledge,
our automatic raindrop detection and removal method is novel and can benefit many
applications that possibly suffer from adherent raindrops.
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Chapter 5

Single Image Stereo Using Water Drops

Depth from real images is often crucial information for many applications in com-
puter graphics. Many algorithms particularly in computer vision have attempted to
extract depth with various cues [25, 21, 12]. Unlike all these algorithms, in this paper,
we explore a new possibility of using water drops adhered to window glass or a lens
to estimate depth.

Water drops adhered to glass are totally transparent and convex, and thus each
of them acts like a fisheye lens. As shown in Fig. 5.1.a, water drops’ locations are
normally scattered in various regions in an image, and if we zoom in, each of the
water drops displays the same environment from its own unique point of view. Due
to the proximity to each other, some have similar imageries, but some can be relatively
different, particularly when the water drops are apart in the image. Therefore, if we can
rectify each of the water drop imageries, we will have a set of images of the environment
from relatively different perspectives, opening up the possibility of extracting the depth
from these water drops, which is the goal of this paper.

To be able to achieve the goal, we need to rectify each water-drop’s imagery, so that
planar surfaces look flat. Rectifying water drops, however, is problematic. In contrast
to existing work in catadioptic imaging, which assumes the geometry of the sphere
is known a priori, water drops shapes can vary in a considerable range. To resolve
this problem, we need to consider two physical properties of water drops. First, a
static water drop has constant volume, and its geometric shape is determined by the
balance between the tension force and gravity. Because the water drop is in balance,
it minimizes the overall potential energy, which is the sum of the tension energy and
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the gravitational potential energy. Based on this property, we introduce an iterative
method to form the water-drop geometric shape. However, from a single 2D image,
the volume cannot be directly obtained, implying that, based only on the first property,
we do not know the thickness of the water drop. Second, water drops’ appearance is
determined by their geometric shape and also the total reflection, which occurs near
the boundaries and triggers a dark band. We found that a water drop with a greater
volume will have a wider dark band. Thus, we introduce a volume-varying-iteration
framework that estimates the volume that best fit to the appearance. Having known
the complete 3D shape of water drops, we perform the rectification on each of them by
backward raytracing. With each of the water-drop images is rectified, we estimate the
depth using the stereo concept. In addition, we also apply image refocusing as well as
image stitching. Figure 5.1 shows the pipeline of our proposed method.

Contribution In this chapter, we introduce a new way to recover depth using water
drops from a single image. We also propose a novel method to reconstruct the 3D
geometry of water drops by utilizing the minimum surface energy and total reflection.
Aside from estimating depth, we also apply image refocusing and image stitching
through the information provided by water drops.

The rest of the paper is organized as follows. Section 2 discusses related work
in depth estimation, water modeling and shape from transparent objects. Section 3
explains the theory behind the water-drop physical properties. Section 4 introduces
the methodology of the geometry estimation, as well as water-drop image rectification.
Section 5 shows the three applications on stereo, image refocusing and image stitching.
Section 6 shows the experimental results and evaluation. Section 7 concludes the paper.

5.1 Image Formation
This section focuses on the theoretical background and the modeling of water

drops. We first discuss briefly the image formation that shows the correlations between
the environment, water-drops and camera. We subsequently model the raindrop 3D
geometry, particularly the concept of minimum energy surface. Then, based on the
image formation and the raindrop geometry, we discuss the total reflection inside
water drops that is necessary to determine the water-drop’s volume. All these aim for
water-drop image rectification.
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(e) Stereo and refocus 

(a) Single image of water drops (b) Water drop silhouettes 

(c) 3D reconstruction (d) Dewarping 

Figure 5.1: The pipeline of the proposed method.



146 Chapter 5 Single Image Stereo Using Water Drops

E
q

u
iv

al
en

t 
 

C
am

er
a 

L
en

s 

 

W
at

er
 d

ro
p

s 
E

n
v

ir
o

n
m

en
t 

Im
ag

e 
p

la
n

e 

 

 

 

 
 

 

x
 

z 

y
 

x
 

z 

y
 

Figure 5.2: Model of the image system.
(a) The light path model, assuming the camera is a pinhole camera. (b) Appearance
of the environment when the camera focuses on the environment. (c) Appearance of
water drops. (d) Image obtained by the camera.
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Fig. 5.2 illustrates the image formation of an environment whose refracted rays pass
through two water drops before hitting camera’s image plane. Unlike the conventional
image formation, water drops influence the trajectories of the passing rays, where each
of the water drops acts like a fisheye lens or a catadioptric camera that warps the
images. Fig. 5.2.c shows the warped images by a few water drops. Assuming we have
a few water drops that are apart to each other, the imageries of the water drops will
be slightly different to each other although the environment is identical, as shown in
Fig. 5.2.d.

From the diagram in Fig. 5.2, we can conclude that the image captured by the
camera through water drops is determined by three interrelated factors: (1) the depth
of the environment, which we aim to estimate, (2) the three dimensional shape of water
drops, which determine how the light rays emitted from the environment are refracted
and, (3) camera’s intrinsic parameters, which are assumed to be known. Therefore, to
recover the depth of the environment, we need to obtain the 3D shape of every water
drop.

5.2 Methodology
Based on the modeling in Chapter 2.1, in this section, we introduce the detailed

algorithm for rectifying images of water drops. As illustrated in Fig. 5.1, in general, it
have three main steps: (1) water drop detection, (2) water drop 3D shape reconstruction
by minimizing energy surface, and (3) image rectification.

5.2.1 Water Drop Detection

Water-drops appearance is highly dependent on the environment, causing some
level of complexity to detect them generally. Fortunately, in our case, we can assume
that water drops are in focus and thus the environment is rather blur. For this, we
can apply edge detection for detecting water drops. As illustrated in Fig. 5.3, we used
Matlab edge detection to detect water drops. Having filled the area of the detected
water drops, we select those that are sufficiently large, with diameter is greater than
20% of the image size. This is to ensure that rectified images are not too small.
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(a) Input (b) Canny 

(c) Fill hole (d) Selected adhesion area 

(e) Selected appearance 

Figure 5.3: Selecting water drops from a single image.
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5.2.2 Water-Drop 3D Shape Reconstruction

Mesh representation and Initialization To reconstruct the 3D shape of water drops,
we first represent the water surface using a parameterized mesh. Referring to Eq. (2.3),
we can describe a surface as: S = {z(i, j), (i, j) ∈ ΩR}, where (i, j) are the location of a
pixel in the water drop area. Accordingly, the area of ΩR is defined as: B =

∑
(i, j)∈ΩR

1,
where 1 is the unit for a pixel’s area.

At this initialization, the volume of the water drop is unknown yet. Thus, we give
an initial guess of the volume as:

V = αB
3
2 , (5.1)

where α is called as the volume coefficient and is set as 0.30 as default. Based on the
equation, when the area B increases in square rate, the volume will increase in cubic
rate.

We initialize the mesh as a cylinder by defining:

z(i, j) = αB
1
2 , (i, j) ∈ ΩR. (5.2)

Figure 5.4.a shows an example.

Iteration with fixed volume We solve the constrained minimum energy surface using
the iterative gradient descend. For iteration t we update the mesh with three steps:
tensor energy update, gravity update, and volume update. This strategy is an extension
of the smooth surface reconstruction proposed by [42].

Step 1: Tension energy update attempts to construct the surface as smooth as
possible:

zt+1 = zt − τ ·
dET(S)

dzt
, (5.3)

where τ controls the update speed. We set τ = 0.5 as default, σ is the tension coefficient
introduced in previous section. We define:

dE(S)
dzt

= −σdiv
(

1√
1 + |∇zt|2

∇zt

)
, (5.4)

where div is the divergence.
Tension coefficient of water in room temperatue is σ = 73000N/m. The size of a

image pixel can be inferred from the image size and focus length.
Step 2: Gravity update tries to increase the height for the mesh points that will

lower potential energy:

zt+1 = zt − τ ·
dEG(S)

dzt
, (5.5)
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0 200 

400 800 

1600 

Figure 5.4: Iteration of water drop 3D shape with a fixed volume.
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which can be expressed as:

zt+1(i, j) = zt(i, j) − τρg((yg − i) cosθy + (xg − j) cosθx), (5.6)

where (xg, yg) is the geometry center of the water drop:

xg =
1
B

∑
(i, j)

z(i, j) · j, yg =
1
B

∑
(i, j)

z(i, j) · i (5.7)

The physical coefficients has the number: ρ = 1Kg/L and g = 9.8m/s2.
Step 3: Volume update. After the update of tension and gravity, we check the

current volume and compare it with the targeted volume V, and then readjust the
volume by adding the same value to all the mesh point:

zt+1 = zt +

(V −∑
(i, j)∈ΩR

zt(i, j)

B

)
(5.8)

As default, assume the water drop size is 1, we set the converge threshold to 1e− 8,
and run up to 4000 iterations if it does not converge. Fig. 5.4 shows an example of the
iteration progress. We will evaluate the computational time in the experiments.

Iteration with varying volume After the iteration with a fixed volume, the surface
normal is obtained, and now we can evaluate the brightness values near the dark ring.

As discussed in Section 3.3, the surface geometry allows us to find the dark ring.
Technically, we find the ring close to the circle of the critical angle: θ = θN ± 5o. As
illustrated in Fig. 2.5.c. If the estimation is correct, the ourter half of the ring are in
the dark area where the illuminance is close to 0. And the inner half of the ring are in
the close to critical angle area where the illumination are determined by the refraction
coefficient as Eq. (2.13). Integrating along the radial direction of the ring, we know the
average refraction coefficient of the ring, Tr, should be approximately equalt o 0.241.
Consequently, the average brightness of the ring, Ir, is:

Ir = 0.241Ib, (5.9)

where Ib is the average brightness of the non water-drop areas.
In Fig. 5.5, we sample the brightness of the estimated ring. As can be seen, when

the volume is underestimated, the dark ring is wider than the real one which results
in less bright pixels. On the contrary, when the volume is overestimated, the dark ring
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(a) Estimated geometry with varying volume 

(b) Estimated ring of critical angle 

Figure 5.5: Registration between the observed and estimated dark ring.
Left: Underestimated volume. Middle: Correctly estimated volume. Right: Overesti-
mated volume.
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is smaller than the real one, resulting in a greater brightness value. With the above
analysis, we update the volume every 400 iteration (as default):

Vt+1 = Vt + τr · Vt · (1 −
It

Ir
), (5.10)

where It is the sampled brightness, Ir is the targeted brightness value, and τr is a
weighting coefficient which is set to 0.5 as default.

5.2.3 Rectification of Water-Drop Image

With the location and 3D shape of water drops are estimated, using the camera
model (Fig. 5.2) and the refraction model (Fig. 2.6.b), it is possible to apply backward
raytracing from the camera to water drops and then to the environment. Currently, (in
Fig. 5.2), the only unknown parameter is depth of the object in the environment D. We
initialize it as a sufficient large value. Fig. 5.6 shows examples of the rectified water
drop images.

According to Eq. (2.10) and Eq. (2.11), with the water drop geometry obtained,
we can compensate the brightness values according to the refractive coefficient T .
Figure 5.7 shows an example of the brightness compensation.

5.2.4 Depth from Stereo

Once the water drop images are rectified, we can select a set of water drop images
and apply stereo to estimate depth. Our water-drop based stereo does not require the
camera parameter estimation, since for each water drop, we can consider its center
(Eq. (5.7)) to be the camera location, and the camera aspect is along the z-axis.
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(a) 

(b) (c) 

(d) (e) 
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c d 

e 

Figure 5.6: Rectified water drop images.
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(a) Geometry (b) Refraction Coefficient  

(c) Water drop image (d) Illuminance compensation 

Figure 5.7: Illuminance compensation of water drop images.
In (b), outer size of the drop is kept for better visualization, the value should be zero.
In (d), area near the total reflection is not accurate because devided by a close to zero
number. It is kept for visualization only.
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5.3 Experiments and Analysis
We conducted some experiments using both synthetic data and real data to evaluate

and analyze the performance of our method. In the experiment, we were mainly
evaluating the estimated 3D shape of the water drop, and the depth estimation.

5.3.1 3D Shape Reconstruction and Image Rectification

To evaluate the accuracy of the 3D shape of water drops, we utilized synthetic data.
We cannot use real data for quantitative evaluation, since unlike opaque objects, for
water we cannot use automatic 3D acquisition systems, like the laser range finder. We
will use real images, for the evaluation of the image rectification. Some of the real
images were taken by ourselves and some were downloaded from the Internet.

Fig. 5.8 shows the generated synthetic water drops with a variety of boundaries. A
quantitative evaluation was performed by comparing the ground truth 3D shape and
estimated one. The error is normalized as the percentage of the scale of the water drop.
As can be seen, the reconstruction error is less than 3% even for the most irregular
water drop.

Figure 5.12 shows a collection of the rectified water drop images from real data.
The input image is cropped for better visualization, yet the camera center is not at the
cropped image center.

We implemented our method in Matlab and timed the performance without par-
allelization. For water 3D shape estimation, the time varied depending on the water
drop volume and the mesh resolution. Table 5.1 shows the computation time of varying
volume and fixed mesh resolution. And Table 5.2 shows the time of varying mesh res-
olution. At typical case, the resolution of mesh is set to 200×200 and the reconstruction
time is about 10s.

We also mention that, because each of the water drop reconstruction are performed
separately, we can simply parallelize each of the task. Thus, the overall computation
time does not increase with the number of water drops.

5.3.2 Depth Estimation
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Original image Surface ground truth 

Warped image (input) Estimated surface 

Dewarped image Error of surface reconstruction 

Figure 5.8: Quantitative evaluation of water surface reconstruction and rectification
assuming a round water drop.
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Original image Surface ground truth 

Warped image (input) Estimated surface 

Dewarped image Error of surface reconstruction 

Figure 5.9: Quantitative evaluation of water surface reconstruction and rectification
assuming a eclipse water drop.
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Original image Surface ground truth 

Warped image (input) Estimated surface 

Dewarped image Error of surface reconstruction 

Figure 5.10: Quantitative evaluation of water surface reconstruction and rectification
assuming a hanged water drop.
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Original image Surface ground truth 

Warped image (input) Estimated surface 

Dewarped image Error of surface reconstruction 

Figure 5.11: Quantitative evaluation of water surface reconstruction and rectification
assume a irregular water drop.
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Input Dewarped 

Figure 5.12: Rectification of real water images using our data.
There is slant between the background and the water drop in some data, however the
rectified image is not necessary to be rectangle.
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Input Dewarped 

Figure 5.13: Rectification of real water images using data downloaded from the Internet.
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Figure 5.14: Stereo using two dewarped water drop images.
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Table 5.1: Computation time for water drop 3D reconstruction with varying volume.

Volume ( ) 0.05 0.1 0.2 0.3 

Iterations 1300 1600 2600 3200 

Time (s) 5.5 7.1 11.7 15.1 

The mesh resolution is fixed to 200×200.

Table 5.2: Computation time for water drop 3D reconstruction with varying mesh
resolution.

Mesh res. 50*50 100*100 200*200 400*400 

Iterations 400 800 2600 5100 

Time (s) 0.4 1.7 11.7 241 

The volume is fixed to α = 0.2.
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Fig. 5.14 shows the generated synthetic data from the Middleburry data set [51]. As
can be seen, the depth estimation result highly resembles the ground truth with only
errors occur at object’s boundaries.

The result on the real image is shown in Fig. 5.15. Although the water images
are correctly rectified, the real image has certain level of out of focus blur from a
real perspective camera, which eventually affected the overall quality of the layer
segmentation. However, the result is promising for image refocusing.
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Input 

Depth 

Dewarp A Dewarp B 

Refocus: back Refocus: front 

Figure 5.15: Stereo using two rectified water drop images.
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5.4 Discussion
In this paper, we had exploited the depth reconstruction from a single image with

a few water drops. In our pipeline there are a few key steps: the water-drop 3D shape
reconstruction, water-drop image rectification, and depth estimation using stereo. All
are done using a single image.

We evaluated our method, and it shows that the method works effectively for both
synthetic and real images. Nevertheless, there are still some limitations in it. One of the
limitation is the common perspective camera which we have used in our experiment.
Our method assumes the camera aperture is pin-hole so that the our-of-focus blurring
of the perspective camera could be neglected. However, according to our experiments,
we found it is necessary to perform image refocusing to improve the quality of the
input image. Another possible limitation is that we did not use the advanced bundler
for stereo. The water drop distortion is rather complex which cannot be assumed as
radial/spherical distortion; thus, a special bundler is necessary.
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Chapter 6

Discussion and Conclusion

6.1 Summary
In this thesis, focused on developing methods of automatic raindrop detection and

removal. And we utilizes raindrop to perform a few image processing tasks. To achieve
these goals, we have theoretically analyzed the imaging system with the presence of
water drops. Based on our analysis, we have developed three automatic raindrop
detection and removal systems. Further more, with the insights on properties of water
drops, we developed an single image stereo system using water drops.

The first system utilizes the assumption of the smooth motion of camera/scene. The
idea is to use long range trajectories to discover the motion and appearance features
of raindrops locally along the trajectories. These motion and appearance features are
obtained through our analysis of the trajectory behavior when encountering raindrops.
These features are then transformed into a labeling problem, which the cost function
can be optimized efficiently. Having detected raindrops, the removal is achieved by
utilizing patches indicated, enabling the motion consistency to be preserved. Our
trajectory based video completion method not only removes the raindrops but also
complete the motion field, which benefits motion estimation algorithms to possibly
work in rainy scenes. Experimental results on real videos show the effectiveness of the
proposed method.

The second system is also based on the smooth motion which is a fast and robust
method. It is principally based on sparse matching and interpolation. First, SIFT, which
is robust to arbitrary motion, is used to efficiently obtain sparse correspondences in
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neighboring frames. To ensure these correspondences are uniformly distributed across
the image, a fast dense point sampling method is applied. Then, a dense motion
field is generated by interpolating the correspondences. An efficient weighted explicit
polynomial fitting method is proposed to achieve spatially and temporally coherent
interpolation. In the experiment, quantitative measurements were conducted to show
the robustness and effectiveness of the proposed method.

The third system is based on the contraction properties of water drops. The core
idea is to exploit the local spatio-temporal derivatives of raindrops. First, we explicitly
model adherent raindrops using law of physics, and then, detect them based on these
models in combination with motion and intensity temporal derivatives of the input
video. Second, relying on an analysis that some areas of a raindrop completely occludes
the scene, yet the remaining areas occlude only partially, we remove the two types
of areas separately. For partially occluding areas, we restore them by retrieving as
much as possible information of the scene, namely, by solving a blending function
on the detected partially occluding areas using the temporal intensity derivative. For
completely occluding areas, we recover them by using a video completion technique.
Experimental results using various real videos show the effectiveness of the proposed
method.

Based on the experience on detecting and removing rain drops, we propose a
novel single image stereo system which utilizes a common camera with a few water
drops. The key idea is that water drops are totally transparent and convex, which
can be considered as a fish eye lens. To rectify the water drop images, we utilize two
physical properties. First: a static water drop, its volume is constant and its geometry is
determined by the balance of the tension force and gravity; equivalently, its geometry
minimize the overall potential energy which is the sum of the tension energy and the
gravitational potential energy. Second: the water drops appearance is determined by
its geometry and total reflection will happen near the boundary of the drop which will
result in a dark band. With the geometry of water drops recovered, we rectify the drop
images through ray-tracing. Based on a set of the rectified the image, we perform three
image process tasks: stereo, refocus and scope extension. Quantitative experiments
shows the effectiveness of the proposed system.

Because the proposed methods are based on different modeling and assumptions,
they have different performances and applicabilities in varying situations. Table 6.1 is
a summary of the applicabilities of the proposed methods.
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6.2 Contributions
In this thesis, three complete algorithms to remove adherent raindrops in video are

proposed. And an algorithm to perform single image stereo using water drop images.
For raindrops detection:

I. Algorithms which could detect raindrops with any size and shape are proposed.
II. Accuracy of our algorithm outperforms all existing algorithms.
III. Our proposed real-time computational efficiency which is essential for many

outdoor vision tasks.
For video repairing:

I. Algorithm which could repair video with both spatially and temporally large
missing area is proposed.

II. Case by case solution which could handle complex situations (complex motion
and complex structure) in outdoor vision system is proposed.

III. Computational efficiency is achieved by using the proposed sparse matching
based motion estimation.
For single image stereo:

I. A novel single image stereo method which utilized only water drops and a
common 2D camera is proposed.

II. A novel single image liquid geometry estimation which utilized the minimum
energy surface and total, reflection is proposed.

III The system enables more image processing tasks such as stereo and refocus.

6.2.1 Applications

Our algorithm coud benefit many other computer vision algorithms. As demon-
strated by examples in this paper:

I. Motion estimation could be benefited from the restored vision.
II. Tracking, especially long range tracking could be benefited from the algorithm.
III. Multi-view stereo could be benefit by the proposed algorithms. As the underling

technologies are tracking and matching.
For more general discussion, the proposed systems and algorithms could also bene-

fit algorithms in many other areas. For example VR, automatic drive, and surveillance.
All these areas many work in a rainy environment.
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6.2.2 Relation with Neural Network

Theoretically, all the proposed methods are based on physical modeling of the wa-
ter drops and other extrinsic feature. In a general machine learning view (or neural
network view.) The detection could be considered as one specific case for a generalized
pattern recognition work. Although, in general, this statement is true. However, prac-
tically, a general pattern recognition strategy based on appearance are rather difficulty.
The difficulties are two folds.

First of all, a machine learning framework requires sufficient training examples.
However, as mentioned in this thesis, for water drops, it is rater impractical to provide
a dense enough sample base. First of all, the water drops are liquid which do not provide
specific shapes. One might provide a few samples as possible shapes. However,
it is theoretically not sound that such sample are compact. (Here compact means a
discrete and limited sample set which could cover all the possible shapes within a given
distance tolerance.) Similarly, and more disastrously, the water drops are transparent.
To provide a compact appearance set for training means one need to sample every
possible appearance of the outdoor environment. ”Curse of dimension” is the classical
word to describe the difficulty for this problem in neural network.

Secondly, even if the sample are provided for training, the training set are highly
unseparable. This is because the water drops are totally transparent, the appearance of
water drops are highly similar to the environment. Or equivalently, the raindrop and
non-raindrop samples are highly mixed and cannot be separated by a few divisions in
the feature space.

Bared on the reasons mentioned about, this paper provides a alternated strategy
which avoids the problems in a general neural network framework. Based on the
physical modeling, a generally linear separator (in Chapter 4 ) or a graph cut based
label (in Chapter 3) could performance the detection efficiently. It is highly possible that
other dedicated neural network strategies might working well based on the proposed
features.
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