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Abstract

I propose a model of judgment aggregation in which we can distinguish rationality con-
straints (to be respected by the individual agents when supplying their judgments) from
feasibility constraints (to be respected by the outcome returned by the judgment aggre-
gation rule). This allows for a particularly natural way of embedding a wide variety of
different voting rules into judgment aggregation.

1 Introduction

The field of judgment aggregation is concerned with the design and analysis of procedures
for combining the judgments of several agents regarding the truth of a number of logically
related statements into a collective judgment (List and Puppe, 2009; Grossi and Pigozzi,
2014; Endriss, 2016). Inspired by questions arising in legal theory (Kornhauser and Sager,
1993), it has received significant attention in both philosophy and economics, starting with
the seminal contribution of List and Pettit (2002). More recently, due both to its potential
for applications in areas such as multiagent systems and crowdsourcing, and due to the
interesting algorithmic questions it raises, judgment aggregation is also receiving increasing
attention in computer science and artificial intelligence (Endriss, 2016).

While early work on judgment aggregation has focused on applications of the axiomatic
method, inspired by closely related work in other areas of social choice theory, to derive
a host of impossibility and characterisation results (List and Puppe, 2009), more recently
attention has shifted towards designing practically useful aggregation rules (Dietrich and
List, 2007a; Miller and Osherson, 2009; Lang et al., 2011; Lang and Slavkovik, 2013; Dietrich,
2014; Nehring et al., 2014; Porello and Endriss, 2014; Endriss and Grandi, 2014; Costantini
et al., 2016). A natural question that arises in this context is whether it is possible to
translate known voting rules, i.e., rules that aggregate preferences over alternatives to return
a winning alternative (Brams and Fishburn, 2002), into judgment aggregation rules. That this
should be possible in principle is clear from the standard embedding of Arrovian preference
aggregation into judgment aggregation (Dietrich and List, 2007b), under which we ask agents
to pass judgments on preference statements such as x < y. For some voting rules, this
embedding suggests immediate generalisations to the case of judgment aggregation. Clear
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examples are the Kemeny Rule and the Slater Rule (Miller and Osherson, 2009), as well as
the Young Rule and Tideman’s Ranked Pairs Rule (Lang et al., 2011). But for others, such
as the Plurality, the Borda, and the Copeland Rule, it is much less obvious how to generalise
them to judgment aggregation. For example, while there are proposals for a Borda Rule for
judgment aggregation (Dietrich, 2014; Duddy et al., 2015), these proposals are significantly
more involved and arguably less uncontroversial than the direct embeddings for the other
rules mentioned earlier.

A crucial step forward towards opening up new opportunities for embedding voting rules
into judgment aggregation has recently been taken by Lang and Slavkovik (2013). While
the simple known embeddings all involve an integrity constraint simulating the properties
of preference orders to constrain the range of allowed outcomes of a judgment aggregation
rule, they noted that by imposing a nonstandard integrity constraint instead, we can reach
a wider range of voting rules.

In this paper, I argue that the most natural manner in which to develop this idea to its
full potential is to work in a novel judgment aggregation framework that explicitly allows
us to distinguish between rationality constraints (to be respected by the individual agents
when supplying their judgments) and feasibility constraints (to be respected by the outcome
returned by the judgment aggregation rule). In all existing frameworks of judgment aggre-
gation, on the other hand, there is only a single type of constraint (sometimes explicitly
represented and sometimes left implicit), governing what is permissible for both the input
and the output.

The notions of rationality and feasibility are of great interest also outside the specific
concern of recovering common voting rules in judgment aggregation and allow us to model a
wider range of application scenarios than what has hitherto been possible. For example, we
may consider it irrational for an individual to support both a law to subsidise local health
education and a law providing tax breaks to international fast food chains, while we may
very well accept this combination as a compromise when returned by an aggregation rule.
At the same time, for the outcomes of an aggregation rule we may be bound by budget
considerations, while we may not want to think of individuals as being concerned with such
feasibility constraints when pondering their personal judgments.

Existing work on judgment aggregation uses either the term ‘consistency’ (see, e.g., List
and Pettit, 2002) or ‘rationality’ (see, e.g., Grandi and Endriss, 2013) to define what indi-
vidual judgments are permissible. Feasibility is not discussed as a separate concept in this
literature. Rather, the common assumption is that also for the outcome we should want to
impose the same rationality/consistency requirements. This desideratum is what is known as
collective rationality. On the other hand, the concept of a feasibility constraint on aggrega-
tion outcomes is prominent in work on logic-based belief merging (Konieczny and Pino Pérez,
2002), a framework closely related to judgment aggregation. But in belief merging, one usu-
ally makes no assumptions regarding individual rationality (other than respecting the laws
of classical logic). My proposal to distinguish rationality from feasibility constraints is con-
ceptually similar to work of Porello (2014) who proposes to use different logical calculi to
assess the consistency of individual judgments (what I call rationality) and the consistency
of collective judgments (what I call feasibility).

The remainder of this paper is organised as follows. Section 2 introduces the framework of
judgment aggregation with rationality and feasibility constraints. Section 3 then defines four
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judgment aggregation rules that all guarantee feasible outcomes and that are majoritarian
in the sense of respecting the wishes of the majority as much as is possible without violating
the feasibility constraint. In Section 4, these aggregation rules are then shown to reduce
to a range of different voting rules when combined with specific rationality and feasibility
constraints. Finally, Section 5 concludes with a short discus ion of possible future directions
for work on the novel framework proposed here.

2 A Framework for Judgment Aggregation

I now introduce a framework for judgment aggregation that allows us to distinguish between
rationality and feasibility constraints. It is essentially the same framework as that of binary
aggregation with integrity constraints (Grandi, 2012; Grandi and Endriss, 2013), except that
now there are two integrity constraints, one to model rationality and one to model feasibility.
As is well known, all frameworks for judgment aggregation can in principle be translated into
each other. Thus, the extension proposed here may instead also be applied to formula-based
judgment aggregation (List and Pettit, 2002), including its generalisations to nonclassical
logics (Dietrich, 2007), to the binary aggregation framework of Dokow and Holzman (2010),
and to the abstract aggregation framework of Nehring and Puppe (2010).

2.1 Agendas and Agents

An agenda is a finite set Φ. Each agenda item ϕ ∈ Φ may be thought of as a question that
can be answered with ‘yes’ or ‘no’, or as a proposition that can be accepted or rejected. A
judgment is a function J : Φ → {0, 1}, mapping each agenda item to either 0 (to indicate
rejection) or 1 (to indicate acceptance). We often write {0, 1}Φ as a shorthand for Φ→ {0, 1},
the space of all possible judgments. By a slight abuse of notation, for any two judgments
J : Φ → {0, 1} and J ′ : Φ → {0, 1}, let their intersection J ∩ J ′ := {ϕ ∈ Φ | J(ϕ) = J ′(ϕ)}
be defined as the set of agenda items on which they agree.

Let N = {1, . . . , n} be a finite set of agents. For ease of exposition, in this paper we will
always assume that n is an odd number. A profile J = (J1, . . . , Jn) ∈ ({0, 1}Φ)n is a vector
of judgments, one for each agent. That is, in profile J each agent i ∈ N provides us with her
judgment Ji regarding the items in the agenda.

2.2 Aggregation Rules

An aggregation rule is a function F that takes as input a profile of judgments and that returns
as output a single collective judgment that is supposed to represent a suitable compromise
between the judgments made by the individual agents. In fact, most aggregation rules allow
for the possibility of ties between two or more judgments in the output. Thus, formally an
aggregation rule is a function F : ({0, 1}Φ)n → P({0, 1}Φ), mapping every given profile of
judgments to a set of judgments. Here, P(·) denotes the powerset.

The majority rule Fmaj is the aggregation rule that accepts exactly those agenda items
that are accepted by a majority of the individual agents. As we assume n to be odd, there
always is just a single majority winner. To define the majority rule formally, let me first
introduce some further terminology and notation. For any profile J and agenda item ϕ,
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let nJ
ϕ := |{i ∈ N | Ji(ϕ) = 1}| denote the number of agents who accept ϕ in J . Now,

for any given profile J , the corresponding majority judgment is defined as the judgment
MajJ : Φ → {0, 1} with MajJ (ϕ) = 1 if and only if nJ

ϕ > n
2 . The majority rule then is

defined as the aggregation rule Fmaj : J 7→ {MajJ}.

2.3 Rationality and Feasibility Constraints

By a slight abuse of notation, we may identify each agenda item ϕ ∈ Φ with a propositional
variable. Let L(Φ) be the propositional language over this set of propositional variables. That
is, L(Φ) is the set of all well-formed formulas of propositional logic that we can construct
using the propositional variables in Φ and the familiar connectives ¬ (negation), ∧ (conjunc-
tion), and ∨ (disjunction). We will think of such formulas as constraints on judgments. In
particular, we say that a judgment J : Φ → {0, 1} satisfies a constraint Γ ∈ L(Φ), denoted
J |= Γ, if Γ evaluates to true under the assignment of propositional variables to truth values
induced by J in the natural manner, for the usual semantics of classical propositional logic
(van Dalen, 2013). In other words, this notion of satisfaction is defined recursively as follows:

• J |= ϕ for propositional variables ϕ ∈ Φ if and only if J(ϕ) = 1.
• J |= ¬Γ if and only if J 6|= Γ (i.e., if it is not the case that J |= Γ).
• J |= Γ ∧ Γ′ if and only if both J |= Γ and J |= Γ′.
• J |= Γ ∨ Γ′ if and only if J |= Γ or J |= Γ′ (or both).

Thus, for example, if J is given by (ϕ1 7→ 1, ϕ2 7→ 0, ϕ3 7→ 1), then J |= ϕ1∨¬ϕ3 but J 6|= ϕ2.
For a given formula Γ ∈ L(Φ), we write Mod(Γ) := {J ∈ {0, 1}Φ | J |= Γ} for the set of
models of Γ, i.e., for the set of judgments that satisfy Γ.

We use constraints to limit the range of admissible judgments in two different ways,
namely to define the range of judgments we consider rational for an agent to supply, and to
define the range of judgments we consider feasible outcomes of aggregation. Let Γrat ∈ L(Φ)
be a rationality constraint and let Γfeas ∈ L(Φ) be a feasibility constraint. Then we say that
the aggregation rule F is consistent with respect to Γrat and Γfeas, if F maps every rational
profile to a (set of) feasible outcome(s):

Ji |= Γrat for all i ∈ N ⇒ J |= Γfeas for all J ∈ F (J1, . . . , Jn)

3 Majoritarian Aggregators

In this section, I define a number of natural judgment aggregation rules that are based on
the concept of majoritarianism.

The plain majority rule Fmaj is not consistent. Counterexamples for consistency occur
even in case rationality and feasibility constraints coincide. This is the famous doctrinal
paradox (Kornhauser and Sager, 1993; List and Pettit, 2002). When the feasibility constraint
is defined independently of the rationality constraint, this situation can only get worse. Only
aggregation rules that explicitly restrict outcomes to judgments in Mod(Γfeas) have a chance
of being consistent. In this paper, I therefore restrict attention to such rules.

While respecting the majority opinion on all agenda items may not be possible due to the
requirement of being consistent, intuitively speaking, we should try to respect these majorities
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as much as possible. But how can we make this notion of “as much as possible” precise? Let
us say that judgment J is majority-dominated by judgment J ′ in the context of profile J , if we
have J ∩MajJ ⊂ J ′∩MajJ , i.e., if J ′ and the majority judgment agree on a strict superset of
the set of agenda items that J and the majority judgment agree on. Now say that a consistent
aggregation rule F is majoritarian, if it never returns an outcome that is majority-dominated
by another feasible outcome. Formally, relative to rationality constraint Γrat and feasibility
constraint Γfeas, F is majoritarian, if, for all profiles J ∈ Mod(Γrat), every judgment in F (J)
is majority-undominated in Mod(Γfeas).

Next, I will define four consistent and majoritarian aggregation rules, all of which are
known rules in the context of standard judgment aggregation. For all four definitions, I make
the implicit assumption that some feasibility constraint Γfeas has been fixed. The first rule
simply returns the set of all majority-undominated judgments:

max-set(J) := {J ∈ Mod(Γfeas) | J ∩MajJ ⊂ J ′ ∩MajJ for no J ′ ∈ Mod(Γfeas)}

The max-set rule has been called the maximal subagenda rule by Lang et al. (2011) and
its outcome has been called the Condorcet admissible set by Nehring et al. (2014). While
it returns those judgments that are maximal—with respect to set-inclusion—regarding the
majorities they respect, the rule defined next seeks to maximise the number of agenda items
on which the majority opinion is being respected:

max-num(J) := argmax
J∈Mod(Γfeas)

|J ∩MajJ |

The max-num rule has been called the endpoint rule by Miller and Osherson (2009) and the
maximum-cardinality subagenda rule by Lang et al. (2011). If we also take the strengths
of the majorities that are being respected into account, then we naturally arrive at a rule
that maximises the overall number of opinions that are being respected, summing both over
individual agents and over agenda items:

max-sum(J) := argmax
J∈Mod(Γfeas)

∑
i∈N
|J ∩ Ji|

The max-sum rule is most often referred to as ‘the’ distance-based rule (Endriss et al., 2012;
Pigozzi, 2006). It has been called the prototype rule by Miller and Osherson (2009) and the
maximum-weight subagenda rule by Lang et al. (2011).

Our fourth rule, which I call greedy-max, I will only define informally here. We first order
the agenda items ϕ in terms of their majority strengths max{nJ

ϕ , n−nJ
ϕ}. If two agenda items

have the same majority strength, we rank them according to some pre-defined tie-breaking
rule. We then attempt to accept or reject agenda items in that order, only going against
the majority view if doing otherwise would render the outcome infeasible. This results in a
single winning judgment (because n is odd and there can be no ties). Under a refinement of
this rule, called ‘parallel universe tie-breaking’, we declare all those judgments winners that
would win under some tie-breaking rule. This rule has been called the ranked agenda rule
by Lang et al. (2011) and the support-based rule by Porello and Endriss (2014).
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4 Recovery of Common Voting Rules

In this section, we will see that our four majoritarian aggregation rules allow us to recover
a number of well-known voting rules when we combine them with certain rationality and
feasibility constraints.

Let X be a finite set of alternatives. In voting theory, each agent expresses a preference
over these alternatives (Brams and Fishburn, 2002). A voting rule then is a function map-
ping such a profile of preferences to a winning alternative (or possibly to a set of winning
alternatives, in case there is a tie). We will be concerned with two groups of voting rules.
The first group of rules requires each agent to express their preferences in the form of a linear
preference order, i.e., a binary relation on X that is complete, antisymmetric, and transitive:

• Borda: Each alternative x receives as many points from agent i as i ranks other
alternatives below x. The alternatives with the most points overall win.

• Condorcet: A Condorcet winner is an alternative that wins in a majority contest
against every other alternative. Analogously, a Condorcet loser is an alternative that
loses against every other alternative in a majority contest. Note that there can be at
most one Condorcet winner and at most one Condorcet loser. The (refined) Condorcet
rule elects the Condorcet winner if it exists and otherwise it elects all alternatives,
except for the Condorcet loser (in case one exists). Note that the standard definition
of the Condorcet rule does not exclude the Condorcet loser in the second case, but
arguably this refinement is in fact the most natural implementation of the Condorcet
principle in the form of a voting rule.

• Top Cycle: The Top Cycle if the smallest nonempty subset X of X such that every
alternative in X wins all majority contests against all alternatives not in X. This thus
is a voting rule that often produces ties between many winning alternatives (but when
a Condorcet winner exists, then the Top Cycle is a singleton).

• Copeland: For each alternative, compute how many majority contests it wins against
other alternatives and how many it loses. The Copeland score of an alternative is the
difference between these two numbers. The Copeland winner is the alternative with
the largest Copeland score. As we assume the number of agents to be odd (so majority
contests will never end in a tie), we can equivalently elect the alternative(s) with the
highest number of won majority contests (and ignore lost contests).

• Maximin: Find for each alternative the pairwise majority contest in which it is de-
feated most decisively. The winners for the Maximin Rule are those alternatives for
which this worst defeat is least extreme.

• Kemeny: Define the distance between two preference orders as the number of pairs
of alternatives on which they disagree. The Kemeny Rule first computes the collective
preference orders that minimise the sum of the distances to the individual preference
orders and then returns the top alternatives of those orders.

• Slater: Compute the majority graph (with alternatives being the vertices and the
majority relation being the edges). Then compute the largest (in terms of cardinality)
transitive subgraphs of the majority graph and return as winners their top alternatives.
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• Ranked Pairs: Under Tideman’s Ranked Pairs Rule, we sort the pairs of alternatives
in order of their majority strengths, and break ties using some tie-breaking rule. Then
lock in pairwise orderings in that order, skipping pairs whenever locking them in would
create a cycle. The top alternative in the order produced wins. (A ‘parallel universe
tie-breaking’ variant of this rule is defined in the natural manner.)

Two further voting rules only require each agent to declare which alternative they consider
the best alternative:

• Plurality: Elect the alternatives listed most frequently as top alternatives by the
individual agents.

• Majority: If one of the alternatives is listed as the top alternative by more than half
of the agents, elect that alternative. Otherwise, declare a tie between all alternatives.

It is a well-known fact that preference aggregation can be embedded into judgment aggre-
gation (Dietrich and List, 2007b; Grandi, 2012). For every pair x, y ∈ X we introduce an
agenda item px<y. Intuitively speaking, by accepting px<y you declare that you consider x
at least as desirable as y. We can now write down an integrity constraint that expresses that
judgments should correspond to linear preference orders:

Γpref :=
∧
x,y

(px<y ∨ py<x)︸ ︷︷ ︸
completeness

∧
∧
x 6=y

¬(px<y ∧ py<x)︸ ︷︷ ︸
antisymmetry

∧
∧
x,y,z

(px<y ∧ py<z → px<z)︸ ︷︷ ︸
transitivity

If we impose Γpref as a rationality constraint, then we are essentially asking each agent to
supply us with a linear preference order on the alternatives. If we make Γpref also the feasibil-
ity constraint, then our judgment aggregation rule corresponds to a preference aggregation
rule, mapping profiles of preferences to a collective preference order (or possibly a set of
tied winning preference orders). Any such rule induces a voting rule by stipulating that the
winners are the top-ranked alternatives in the collective preference orders returned.

We can also write down a formula that expresses that judgments should identify one of
the alternatives as the single top alternative, without imposing any other constraints:

Γtop :=
∨
x

∧
y 6=x

(px<y ∧ ¬py<x)


︸ ︷︷ ︸

x dominates all

If we impose Γtop as a feasibility constraint, then we are essentially asking the judgment
rule to directly determine a winning alternative rather than to let it compute a winning
preference order for us, from which we then extract the winning alternative in an additional
step. While modelling voting rules (or rather: preference aggregation rules) as judgment
aggregation rules mapping profiles that satisfy Γpref to outcomes that do the same has been
the standard approach, at least implicitly, in most existing work on embedding voting rules
into judgment aggregation, the central idea of Lang and Slavkovik (2013) has been to instead
require outcomes to satisfy (a constraint very similar to) Γtop.
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Γrat/ Γfeas max-set max-num max-sum greedy-max

Γpref/ Γpref Top Cycle Slater Kemeny Ranked Pairs
Γpref/ Γtop

∼ Condorcet Copeland Borda Maximin

Γtop
6∼ / Γpref Majority Majority Plurality Plurality

Γtop
6∼ / Γtop

∼ Majority Majority Plurality Plurality

Table 1: Common voting rules as special cases of judgment aggregation rules

Note that for Γtop the aggregation rule is free to accept or reject any of the agenda items
fixing the relationship between non-winning alternatives. Clearly, for all our rules, it will
always be optimal to simply accept all of those other agenda items. Thus, when used as a
feasibility constraint, Γtop will have the same effect as the following constraint, which makes
it explicit that all agenda items speaking about the relative rankings of losing alternatives
should be accepted:

Γtop
∼ :=

∨
x

∧
y 6=x

(px<y ∧ ¬py<x)

︸ ︷︷ ︸
x dominates all

∧
∧

y 6=x,z 6=x

(py<z ∧ pz<y)


︸ ︷︷ ︸
indifference between rest

However, sometimes we may want to explicitly rule this out. For example, if we want to use
a constraint such as Γtop as rationality constraint, it seems that the most faithful translation
from the language of ballots used, for instance, for the Plurality Rule would be to use the
following constraint:

Γtop
6∼ :=

∨
x

∧
y 6=x

(px<y ∧ ¬py<x)

︸ ︷︷ ︸
x dominates all

∧
∧

x 6=y 6=z 6=x

(¬py<z ∧ ¬pz<y)


︸ ︷︷ ︸
incomparability between rest

In what follows, I will use Γtop
6∼ as a rationality constraint and Γtop

∼ as a feasibility constraint.
Table 1 provides an overview of the results we can obtain this way, showing the voting rule
recovered for each of our four judgment aggregation rules when we instantiate them with the
relevant combinations of rationality and feasibility constraints. I offer some intuitions below,
but full proofs are omitted in this short note. In fact, many of these results have already
been known, be it in a slightly different formal framework. My claim here is that the present
framework brings out these results in a particularly clear form.

The results in the first row (Γpref/Γpref) are all stated by Lang and Slavkovik (2013) as well,
with the result for Slater arguably and that for Kemeny certainly qualifying as folk theorems.
Both results are strongly alluded to by Miller and Osherson (2009). The correspondence
for Kemeny is proved explicitly by Endriss et al. (2012). The results for Ranked Pairs is
immediate, and due to Lang and Slavkovik (2013); the result for the Top Cycle Rule is less
obvious, and due to the same authors. In the second row, corresponding results for Copeland
and Maximin are obtained by Lang and Slavkovik (2013) as well, although they work with
a different version of Γtop

∼ , requiring the binary relation over the losing alternatives to be
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asymmetric. As a consequence of this modelling choice, Lang and Slavkovik (2013) fail to
recover the Borda Rule. To see that the result claimed here really is correct, observe that
the binary relation corresponding to Γtop

∼ is a graph that is almost completely connected; the
only missing edges are those leading up to the winning alternative. Thus, if m is the number
of alternatives, for every individual ballot putting alternative x at rank k, then max-sum
awards

(
m
2

)
− (k − 1) points to the judgment corresponding to a graph putting x at the top.

This is simply the standard Borda score, with the constant
(
m
2

)
+ 1 − m added to it, so

we indeed are recovering the Borda Rule. Zwicker (2015), in a different technical context,
makes essentially the same observation.1 The remaining results, on Condorcet, Majority, and
Plurality, are relatively straightforward.

5 Future Directions

This study may be taken further in a number of ways. First, the framework of judgment ag-
gregation with rationality and feasibility constraints is more flexible than existing frameworks
and can be expected to fit a wider range of application domains, which is an opportunity to
be explored.

Second, there are other majoritarian rules that one could define and that may be of
interest. One such rule is what one might call the max-prod rule, which works just like
the max-sum rule, except that we multiply rather than add up the scores coming from
the individual judgments. A second such rule is what I propose to call the lexi-max rule,
which accepts the consistent judgments for which the ordered vector of majority strengths
is lexicographically optimal. In other words, this is a refinement of greedy-max, which we
may think of as a computationally less demanding approximation of the ideal described by
the lexi-max rule. This kind of rule appears not to have been studied before, either in voting
or in judgment aggregation, although it promises to having attractive properties (except for
being algorithmically very demanding).

Third, in the context of embedding voting rules into judgment aggregation, we may
consider other types of rationality and feasibility constraints. Maybe the most obvious choice
would be a constraint that forces a dichotomous order over the alternatives, splitting them
into ‘good’ and ‘bad’ alternatives. This way it may be possible to recover approval voting
(Brams and Fishburn, 2002). Indeed, as noted elsewhere (Endriss et al., 2009), approval
voting and the Borda Rule can be transformed into each other by only changing the language
of allowed ballots. When using a constraint imposing dichotomous orders as the feasibility
constraint, it may be possible to recover multiwinner voting rules (Elkind et al., 2014).

Acknowledgements. I am grateful to Umberto Grandi, Jérôme Lang, and Marija
Slavkovik for several enlightening discussions on the topics of this paper.

1The results for max-sum are closely related to results on characterising voting rules by means of a consensus
class (of profiles in which there is a clear-cut winner) and a notion of distance between profiles (Elkind and
Slinko, 2016). Specifically, the result for Borda corresponds to a characterisation of the Borda Rule in terms
of the unanimous winner consensus class and the Kendall tau distance (Farkas and Nitzan, 1979).
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