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Abstract. Universal Coalgebra provides the notion of a coalgebra as
the natural mathematical generalization of state-based evolving systems
such as (infinite) words, trees, and transition systems. We lift the theory
of parity automata to a coalgebraic level of abstraction by introducing,
for a set Λ of predicate liftings associated with a set functor T , the
notion of a Λ-automata operating on coalgebras of type T . In a familiar
way these automata correspond to extensions of coalgebraic modal logics
with least and greatest fixpoint operators.
Our main technical contribution is a general bounded model property re-
sult: We provide a construction that transforms an arbitrary Λ-automaton
A with nonempty language into a small pointed coalgebra (S, s) of type
T that is recognized by A, and of size exponential in that of A. S is
obtained in a uniform manner, on the basis of the winning strategy in
our satisfiability game associated with A. On the basis of our proof we
obtain a general upper bound for the complexity of the non-emptiness
problem, under some mild conditions on Λ and T . Finally, relating our
automata-theoretic approach to the tableaux-based one of Ĉırstea et alii,
we indicate how to obtain their results, based on the existence of a com-
plete tableau calculus, in our framework.
Keywords: coalgebra, modal logic, parity automata, predicate lifitings,
fixpoint logic

1 Introduction

The theory of finite automata, seen as devices for classifying (possibly) infinite
structures [6], combines a rich mathematical theory, dating back to the seminal
work of Büchi and Rabin, with an wide range of applications, particularly in
areas related to program verification and synthesis. The main purpose of our
paper is to contribute to this theory by showing that some of its fundamental
ideas can be lifted to a coalgebraic level of generality.

Universal Coalgebra [?] provides the notion of a coalgebra as the natural
mathematical generalization of state-based evolving systems such as streams,
(infinite) trees, Kripke models, (probabilistic) transition systems, and many oth-
ers. Formally, a coalgebra is a pair S = (S, σ), where S is the carrier or state
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space of the coalgebra, and σ : S → T S is its unfolding or transition map.
This approach combines simplicity with generality and wide applicability: many
features, including input, output, nondeterminism, probability, and interaction,
can easily be encoded in the coalgebra type T (formally an endofunctor on the
category Set of sets as objects with functions as arrows).

Logic enters the picture if one wants to specify and reason about behav-
ior, one of the most fundamental notions admitting a coalgebraic formalization.
With Kripke structures constituting key examples of coalgebras, it should come
as no surprise that most coalgebraic logics are some kind of modification or
generalization of modal logic.

Moss [?] introduced a modality ∇T generalizing the so-called ‘cover modal-
ity’ from Kripke structures to coalgebras of arbitrary type. This approach is
uniform in the functor T , but as a drawback only works properly if T satisfies
a certain category-theoretic property (viz., it should preserve weak pullbacks);
also the nabla modality is syntactically rather nonstandard. As an alternative,
Pattinson [?] and others developed coalgebraic modal formalisms, based on a
completely standard syntax, that work for coalgebras of arbitrary type. In this
approach, the semantics of each modality is determined by a so-called predicate
lifting (see Definition 3 below). Many well-known variations of modal logic in
fact arise as the coalgebraic logic MLΛ associated with a set Λ of such predicate
liftings; examples include both standard and (monotone) neighborhood modal
logic, graded and probabilistic modal logic, coalition logic, and conditional logic.
The theory of coalgebraic modal logic has developed rather rapidly; to mention
just one example, it presently includes generic PSPACE upper bounds for the
satisfiability problem [?].

The fact that ordinary modal formulas have a finite depth severely restricts
the expressive power of plain coalgebraic modal logic, and thus limits its use-
fulness as a language for specifying ongoing behavior. For the latter purpose
one needs to extend the language with fixpoint operators, generalizing the modal
µ-calculus [?]. A coalgebraic fixpoint language on the basis of Moss’ modality
was introduced by Venema [10]. Recently, Ĉırstea, Kupke and Pattinson [5] in-
troduced the coalgebraic µ-calculus µMLΛ parametrized by a set Λ of predicate
liftings for a functor T .

Given the success of automata-theoretic approaches towards fixpoint logics,
one may expect a rich and elegant universal automata theory that generalizes the
theory of specific devices for streams, trees or graphs, by dealing with automata
that operate on coalgebras. A first step in this direction was the introduction of
so-called coalgebra automata by Venema [10]. Kupke & Venema [?] generalized
many results in automata theory, such as closure properties of recognizable lan-
guages, to this class of automata. However, coalgebra automata are related to
fixpoint languages based on Moss’ modality ∇, and do not correspond directly
to coalgebraic modal languages associated with predicate liftings (such as the
graded modal µ-calculus). In addition, the theory of coalgebra automata needs
the type of the coalgebras to be a functor that preserves weak pullbacks, and
hence cannot be applied as generally as possible.



This paper introduces automata for coalgebras of arbitrary type (Definition
4). More precisely, given a set Λ of monotone predicate liftings, we introduce
Λ-automata as devices that accept or reject pointed T -coalgebras (that is, coal-
gebras with an explicitly specified starting point) on the basis of so-called accep-
tance games. Λ-automata provide the counterpart to the coalgebraic µ-calculus
for Λ. In particular, there is a construction transforming a µMLΛ-formula into an
equivalent Λ-automaton (of size quadratic in the length of the formula). Hence
we may use the theory of Λ-automata in order to obtain results about coalgebraic
modal fixpoint logic.

The main technical contribution of this paper concerns a small model property
for Λ-automata (Theorem 3). We show that any Λ-automaton A with a non-
empty language recognizes a pointed coalgebra (S, s) that can be obtained from
A via some uniform construction involving a satisfiability game (Definition 7)
that we associate with A. The size of S is exponential in the size of A. On
the basis of our proof, in Theorem 4 we give a doubly exponential bound on
the complexity of the satisfiability problem of µMLΛ-formulas in T -coalgebras
(provided that the one-step satisfiability problem of Λ over T has a reasonable
complexity).

Compared to the work of Ĉırstea, Kupke and Pattinson [5], our results are
more general in the sense that they do not depend on the existence of a com-
plete tableau calculus. On the other hand, the cited authors obtain a much
better complexity result: Under some mild conditions on the efficiency of their
complete tableau calculus (conditions that are met by e.g. the modal µ-calculus
and the graded µ-calculus), they establish an EXPTIME upper bound for the
satisfiability problem of the µ-calculus for Λ. However, in Section 5 below we
shall make a connection between our satisfiability game and their tableau game,
and on the basis of this connection one may obtain the same complexity bound
as in [5] (if one assumes the same conditions on the existence and nature of the
tableau system).

2 Preliminaries

We assume familiarity with basic notions from category theory such as categories,
functors, natural transformations. We let Set denote the category with sets as
objects and functions as arrows. For convenience, and without loss of generality
[2], we assume our functors to be standard i.e to preserve set inclusions.

Definition 1. Let T : Set → Set be a functor. A T -coalgebra is a pair (S, σ)
where S is a set and σ is a function σ : S → T S. A morphism of T -coalgebras
from S to S′, written f : S → S′, is a function f : S → S′ such that T (f)σ = σ′f .
The size of a coalgebra S is the cardinality of the set S.

1. We write Q : Setop → Set for the contravariant power set functor, and P for
the covariant power set functor. Coalgebras for P are Kripke frames [1].

2. The monotone neighborhood functor M maps a set X to M(X) = {U ∈
QQ(X) | U is upwards closed}, and a function f to M(f) = QQ(f) =
(f−1)−1. Coalgebras for this functor are monotone neighborhood frames [7].



3. We write D for the distribution functor which maps a set X to D(X) =
{µ : X → [0, 1] |

∑
x∈X µ(x) = 1} and a function f to the function D(f) :

D(X) → D(Y ) which maps a probability distribution µ to D(f)(µ)(y) =∑
f(x)=y µ(x). In this case coalgebras correspond to Markov chains [3].

4. We write B for the bags, or multiset, functor which maps a set X to NX
,

where N = N+{∞}, the action on arrows is similar to that of D. Coalgebras
for B are often referred to as multigraphs [11].

We assume familiarity with the basic notions of the theory of automata and
infinite games [6]. Here we fix some notation and terminology.

Definition 2. 1. Given a set A, we let A∗ and Aω denote, respectively, the
set of words (finite sequences) and streams (infinite sequences) over A. Au-
tomata operating on streams will be called stream automata (rather than
ω-automata). Given π ∈ A∗ + Aω we write Inf (π) for the set of elements in
A that appear infinitely often in π.

2. A graph game is a tuple G = (G∃, G∀, E,Win) where G∃ and G∀ are disjoint
sets, and (with G := G∃ + G∀) E is a subset of G2, and Win is a subset of
Gω. In case G is a parity game, that is, Win is given by a parity function
Ω : G → N, we write G = (G∃, G∀, E, Ω) .

3. A strategy for a player P in a game G = (G∃, G∀, E,Win) is a map α :
G∗ → G. A G-match π = v0v1 . . . is α-conform if vi = α(v0 . . . vi−1) for
all i > 0 such that vi ∈ G∃. A strategy α is winning for a player P if all
α-conform matches are winning for P .

4. A strategy α is a finite memory strategy if there exists a finite set M , called
the memory set, an element mI ∈ M and a map (α1, α2) : G × M →
G ×M such that for all pairs of sequences v0 . . . vk ∈ V ∗ and m0 . . .mk ∈
M∗ if m0 = mI , vk ∈ G∃ and mi+1 = α2(vi,mi) (for all i < k), then
α(v0 . . . vk) = α1(vk,mk).

5. A game G = (G∃, G∀, E,Win) is called regular if there exists an ω-regular
language L over a finite alphabet C, and a map col : G → C, such that
Win = {v0v1 . . . ∈ Gω : col(v0)col(v1) . . . ∈ L}.

The following fact on regular games can be proved by putting together various
known results from [4] and [8].

Fact 1 Let G = (G∃, G∀, E,Win) be a regular game, let col : G → C be a
polynomial coloring of G, and let B be a deterministic parity stream automaton
such that Win = {v0v1 . . . ∈ Gω | col(v0)col(v1) . . . ∈ L(B)}. Let n, m, and b be
the size of G, E, and B, respectively, and let d be the index of B. Then for each
player P we may assume winning strategies for P to be finite memory ones, with
memory of size b. In addition, the problem, whether a given position v ∈ G is

winning for P , is decidable in time O
(

d ·m · b ·
(

b·d
bd/2c

)bd/2c
)

.



3 Automata for the coalgebraic µ-calculus

As mentioned in the introduction, the following notion is fundamental in the
development of coalgebraic modal logic.

Definition 3. An n-ary predicate lifting for T is a natural transformation

λ : Qn → QT .

Such a predicate lifting is monotone if for each set S, the operation λS : Q(S)n →
Q(S) preserves the (subset) order in each coordinate. The (Boolean) dual of a
predicate lifting λ : Qn → QT is the lifting λ : Qn → QT given by λS(A1, . . . , An) =
S \ λ(S \A1, . . . , S \An).

Predicate liftings allow one to see coalgebras as (polyadic) neighborhood
frames. Accordingly, with each n-ary predicate lifting we will associate an n-ary
modality ♥λ. Its semantics in a coalgebra S is given by the following:

[[♥λ(φ1, . . . , φn)]]S = σ−1λS([[φ1]]S, . . . , [[φn]]S) (1)

where we inductively assume that [[φi]]S ⊆ S is the meaning of the formula φi.
In words, ♥λ(φ1, . . . , φn) is true at a state s iff the unfolding σ(s) belongs to the
set λS([[φ1]]S, . . . , [[φn]]S).

Example 1. (1) In case of the covariant power set functor the predicate lifting
given by λS(U) = {V ∈ PS |V ⊆ U} induces the usual universal modality 2,
i.e. [[♥λφ]]σV = [[2φ]]σV , on Kripke Frames.

(2) Consider the monotone neighborhood functor. We can obtain the stan-
dard modalities as predicate liftings. The universal modality is given by λS(U) =
{N ∈M(S) | U ∈ N}. In the case we have a coalgebra σ : S →M(S) which is
given by some topology τ , i.e. σ(s) = {X ∈ P(S) | (∃V ∈ τ)(s ∈ V ⊆ X)}, the
interpretation of this predicate lifting is S, V, s  ♥λφ iff s ∈ Int([[φ]]V ) which is
the usual interpretation of the universal modality on topological models.

(3) Let k be a natural number. A graded modality can be seen as a predicate
lifting for the multiset functor; λk

S(U) = {B : S → N |
∑

x∈UB(x) ≥ k}. In this
case S, V, s  ♥k

λφ holds iff s has at least k many successors satisfying φ.
(4) Let p be an element in the closed interval [0, 1]. The following defines

a predicate lifting for the distribution functor λp
S(U) = {µ : S → [0, 1] |∑

x∈Uµ(x) ≥ p}. In this case S, V, s  ♥p
λφ holds if the probability that s has a

successor satisfying φ is at least p.
(5) Propositional information can be provided by predicate liftings for the

functor P(P) × T , where P is a fixed set of proposition letters. The seman-
tics of the proposition letter p ∈ P is given by the predicate liftings λp

S(U) =
{(X, t) ∈ P(P)× T (S) | p ∈ X}, and λ¬p

S (U) = {(X, t) ∈ P(P)× T (S) | p 6∈ X}.

Convention 2 In the remainder of this paper we fix a functor T on Set, and
a set Λ of monotone predicate liftings that we assume to be closed under taking
Boolean duals. In case we are dealing with a language containing proposition let-
ters, these are supposed to be encoded in appropriate liftings, as in Example 1(5).



We can now introduce coalgebraic modal fixpoint logic, or the coalgebraic
µ-calculus. We fix a set X of variables, and define the set µMLΛ of fixpoint
formulas φ, φi as follows:

φ ::= x ∈ X | ⊥ | > | φ0 ∧ φ1 | φ0 ∨ φ1 | ♥λ(φ0, . . . , φn) | µx.φ | νx.φ

where λ ∈ Λ. Syntactic notions pertaining to formulas, such as size and alterna-
tion depth, are defined as usual.

The semantics of this language is completely standard. Let S = (S, σ) be a
T -coalgebra. Given a valuation V : X → P(S), we define the meaning [[φ]]S,V of
a formula φ by a standard induction which includes the following clauses:

[[x]]S,V := V (x), [[µx.φ]]S,V := LFP.φS,V
x , [[νx.φ]]S,V := GFP.φS,V

x .

Here LFP.φS,V
x and GFP.φS,V

x are the least and greatest fixpoint, respectively, of
the monotone map φS,V

x : P(S) → P(S) given by φS,V
x (A) := [[φ]]S,V [x7→A] (with

V [x 7→ A](x) = A and V [x 7→ A](y) = V (y) for y 6= x).
By Convention 2, we may assume that the language µMLΛ contains propo-

sition letters and their negations, and we may see negation itself as a definable
connective.

Before we can turn to the definition of our automata we need some prelimi-
nary notions. Given a set X, we denote the set of positive propositional formulas,
or lattice terms, over X, by L0(X):

φ ::= x ∈ X | ⊥ | > | φ0 ∧ φ1 | φ0 ∨ φ1,

and we let Λ(X) denote the set {♥λ(x1, · · · , xn) | λ ∈ Λ, xi ∈ X}. Elements of
the set L0ΛL0(X) will be called depth-one formulas over X.

Any valuation V : X → P(S) can be extended to a meaning function [[−]]V :
L0X → P(S) in the usual manner. We write S, V, s  φ to indicate s ∈ [[φ]]V . The
meaning function [[−]]V naturally induces a map [[−]]1V : L0ΛL0(X) → P(T S) in-
terpreting depth-one formulas as subsets of T S. This map is defined inductively,
with

[[♥λ(φ1, . . . , φn)]]1V = λS([[φ1]]V , . . . , [[φn]]V ) (2)

being the clause for the modalities, and with the standard clauses for the boolean
connectives. We write TS, V, τ 1 φ to indicate τ ∈ [[φ]]1V , and refer to this
relation as the one-step semantics.

We are now ready for the definition of the key structures of this paper, viz.,
Λ-automata, and their semantics.

Definition 4 (Λ-automata). A Λ-automaton A is a quadruple A = (A, aI , δ, Ω),
where A is a finite set of states, aI ∈ A is the initial state, δ : A → L0Λ(A) is
the transition map, and Ω : A → N is a parity map. The size of A is defined as
its number of states, and its index as the size of the range of Ω.

The acceptance game of Λ-automata proceeds in rounds moving from one
basic position in A× S to another. In each round, at position (a, s) first ∃ picks



a valuation V that makes the depth-one formula δ(a) true at σ(s). Looking at
this V : A → PS as a binary relation {(a′, s′) | s′ ∈ V (a′)} between A and S, ∀
closes the round by picking an element of this relation.

Definition 5 (Acceptance game). Let S = (S, σ) be a T -coalgebra and let
A = (A, aI , δ, Ω) be a Λ-automaton. The associated acceptance game Acc(A, S)
is the parity game given by the table below.

Position Player Admissible moves Priority
(a, s) ∈ A× S ∃ {V : A → P(S) | S, V, σ(s) 1 δ(a)} Ω(a)
V ∈ P(S)A ∀ {(a′, s′) | s′ ∈ V (a′)} 0

A pointed coalgebra (S, s0) is accepted by the automaton A if the pair (aI , s0)
is a winning position for player ∃ in Acc(A, S).

As expected, and generalizing the automata-theoretic perspective on the
modal µ-calculus as in [6], Λ-automata are the counterpart of the coalgebraic
µ-calculus associated with Λ. As a formalization of this we need the following
Proposition, the proof of which can be found in the Appendix. Here we say that a
Λ-automaton A is equivalent to a formula φ ∈ µMLΛ if any pointed T -coalgebra
(S, s) is accepted by A iff S, s  φ.

Proposition 1. There is an effective procedure transforming a formula φ in
µMLΛ into an equivalent Λ-automaton Aφ of size dn and index d, where n is
the size and d is the alternation depth of φ.

4 Finite model property

In this section we show that µMLΛ has the small model property. The key tool in
our proof is a satisfiability game that characterizes whether the class of pointed
coalgebras accepted by a given Λ-automaton, is empty or not.

Definition 6. Let A be a finite set and Ω a map from A to N. Given a se-
quence R0 . . . Rk in (P(A × A))∗ the set of traces through R0 . . . Rk is defined
as Tr(R0 . . . Rk) := {a0 . . . ak+1 ∈ A∗ | (ai, ai+1) ∈ Ri for all i ≤ k.}. Similarly
Tr(R0R1 . . . ) ⊆ Aω denotes the set of (infinite) traces through R0R1 . . . . With
NBT (A,Ω) we denote the set of R0R1 · · · ∈ (P(A × A))ω that contain no bad
trace, that is, no trace a0a1 . . . such that max{Ω(a) | a ∈ Inf (a0a1 . . . )} is odd.

Definition 7 (Satisfiability game). The satisfiability game Sat(A) associated
with an automaton A = (A, aI , δ, Ω) is the graph game given by the rules of the
tableau below. Here for an element a ∈ A and for a collection R ⊆ P(A × A),
ςa : A → A×A maps b to (a, b) and UR : A×A → P(R) denotes the valuation
given by UR(a, b) = {R ∈ R | (a, b) ∈ R}. The range of a relation R is denoted
by Ran(R).

Position Player Admissible moves
R ⊆ A×A ∃ {R ⊆ P(A×A) | [[

∧
{ςaδ(a) | a ∈ Ran(R)}]]1UR 6= ∅}

R ⊆ P(A×A) ∀ {R | R ∈ R}



Unless specified otherwise, we assume {(aI , aI)} to be the starting position of
Sat(A). An infinite match R0R0R1 . . . is winning for ∃ if R0R1 . . . ∈ NBT (A,Ω).

We leave it for the reader to verify that Sat(A) is a regular game, and that
its winning condition is an ω-regular language L of which the complement is
recognized by a nondeterministic parity stream automaton of size |A| and index
|Ran(Ω)|. So by [9], L is recognized by a deterministic parity stream automaton
of size exponential in |A| and index polynomial in |A|.

We are now ready to state and prove our main result.

Theorem 3. Given a Λ-automaton A, the following are equivalent.
(1) L(A) is not empty.
(2) ∃ has a winning strategy in the game Sat(A).
(3) L(A) contains a finite pointed coalgebra of size exponential in the size of A.

Proof. Details for the implication (1 ⇒ 2) are in the appendix, and (3 ⇒ 1)
is immediate. We focus on the hardest implication (2 ⇒ 3). Suppose that ∃
has a winning strategy in the game Sat(A) = (G∃, G∀, E, Win). By the remark
following Definition 7 and by Fact 1, we may assume this strategy to use finite
memory only: there is a finite set M , mI ∈ M and maps α1 : G∃ ×M → G and
α2 : G∃×M → M which satisfy the conditions of Definition 2(3). Moreover, the
size of M is at most exponential in the size of A. Without loss of generality, we
may assume that for all (R,m) ∈ G∃ ×M , α2(R,m) = m.

We denote by W∃ the set of pairs (R,m) ∈ G∃ ×M satisfying the following:
For all Sat(A)-matches R0R0R1R1 . . . for which there exists a sequence m0m1 . . .
such that R0 = R,m0 = m and for all i ∈ N, Ri = α1(Ri,mi), mi+1 = α2(Ri,mi),
we have that R0R0R1R1 . . . is won by ∃.

The finite coalgebra in L(A) that we are looking for will have the set G∃×M
as its carrier. Therefore we first define a coalgebra map ξ : G∃×M → T (G∃×M).
We base this construction on two observations.

First, let (R,m) be an element of W∃, and write R := α1(R,m); then by the
rules of the satisfiability game, there is an object g(R,m) ∈ T R such that for
every a ∈ Ran(R), the formula ςaδ(a) is true at g(R,m) under the valuation UR.
Note that R ⊆ G∃, and thus we may think of the above as defining a function g :
W∃ → T G∃. Choosing some dummy values for elements (R,m) ∈ (G∃×M)\W∃,
the domain of this function can be extended to the full set G∃×M . To simplify
our notation we will also let g denote the resulting map, with domain G∃ ×M
and codomain T G∃. Next, consider the map addm : G∃ → G∃ × M , given by
addm(R) = (R,m). Based on this map we define the function h : T G∃ ×M →
T (G∃ ×M) such that h(τ,m) = T (addm)(τ).

We let S be the coalgebra (G∃ × M, ξ), where ξ : G∃ × M → T (G∃ × M)
is the map ξ := h ◦ (g, α2). Observe that the size of S is at most exponential
in the size of A, since G∃ is the set P(A × A) and M is at most exponential
in the size of A. As the designated point of S we take the pair (RI ,mI), where
RI := {(aI , aI)}.

It is left to prove that the pointed coalgebra (S, (RI ,mI)) is accepted by A.
That is, using ∃’s winning strategy α in the satisfiability game we need to find a



winning strategy for ∃ in the acceptance game for the automaton A with starting
position (aI , (RI ,mI)). We will define this strategy by induction on the length of
a partial match, simultaneously setting up a shadow match of the satisfiability
game. Inductively we maintain the following relation between the two matches:
(*) If (a0, (R0,m0)), . . . , (ak, (Rk,mk)) is a partial match of the acceptance game
(during which ∃ plays the inductively defined strategy), then aIa0 . . . ak is a
trace through R0 . . . Rk (and so in particular, ak belongs to Ran(Rk)), and for
all i ∈ {0, . . . , k − 1}, Ri+1 ∈ α1(Ri,mi) and mi+1 = α2(Ri,mi).

Setting up the induction, it is easy to see that the above condition is met
at the start (a0, (R0,m0)) = (aI , (RI ,mI)) of the acceptance match: aIaI is the
(unique) trace through the one element sequence RI .

Inductively assume that, with ∃ playing as prescribed, the play of the accep-
tance game has reached position (ak, (Rk,mk)). By the induction hypothesis,
we have ak ∈ Ran(Rk) and the position (Rk,mk) is a winning position for ∃
in the acceptance game. Abbreviate R := α1(Rk,mk) and n := α2(Rk,mk). As
the next move for ∃ we propose the valuation V : A → P(G∃ ×M) such that
V (a) := {(R,n) | (ak, a) ∈ R and R ∈ R}.

Claim. V is a legitimate move at position (ak, (Rk,mk)).

Proof of Claim. We need to show that S, V, (Rk,mk) 1 δ(ak). First, recall that
(Rk,mk) belongs to W∃. Hence, the element γ := g(Rk,mk) of T R satisfies
the formula ςakδ(ak) under the valuation U := UR (where UR is defined as in
Definition 7). That is T R, UR, γ 1 ςakδ(ak). Thus in order to prove the claim
it clearly suffices to show that

S, V, (Rk,mk) 1 φ iff T R, U, γ 1 ςakφ (3)

for all formulas φ in L0(Λ(A)). The proof of (3) proceeds by induction on the
complexity of φ. We only consider a simplified version of the base step, where φ
is of the form ♥λa. We can prove (3) as follows:

S, V, (Rk,mk) 1 ♥λb ⇐⇒ ξ(Rk,mk) ∈ λG∃×M ([[b]]V ). (definition of )
⇐⇒ (T addn)(γ) ∈ λG∃×M ([[b]]V ). (definition of ξ)

⇐⇒ γ ∈ (T addn)−1(λG∃×M [[b]]V ) (definition of (·)−1)

⇐⇒ γ ∈ λG∃(add
−1
n ([[b]]V )) (naturality of λ)

⇐⇒ γ ∈ λR([[(ak, b)]]U ) (‡)
⇐⇒ T R, U, γ 1 ♥λ(ak, b) (definition of )

⇐⇒ T R, U, γ 1 ςak
♥λb (definition of ςak

)

For (‡), consider the following valuation U ′ : A×A → P(G∃) such that U ′(a′, b′) :=
U(a′, b′)∩R. It follows from R ⊆ G∃ and standardness that λR[[a]]U = λG∃ [[a]]U ′ .
But then (‡) follows because add−1

n ([[b]]V ) = [[(a, b)]]U ′ ; this is more or less rou-
tine. This finishes the proof of the Claim.

We leave it for the reader to verify that with this definition of a strategy for
∃, the inductive hypothesis (including the relation (*) between the two matches)



remains true. In particular this shows that ∃ will never get stuck. Hence in order
to verify that the strategy is winning for ∃, we may confine our attention to
infinite matches of Acc(A, S). Let π = (a0, (R0,m0))(a1, (R1,m1)) . . . be such a
match, then it follows from (*) that aIa0a1 . . . is a trace through R0R1 . . ., and
so we may infer from the assumption that (α1, α2) is a winning strategy for ∃ in
Sat(A), that aIa0a1 . . . is not bad. That is, the match π is won by ∃.

Putting this theorem together with Proposition 1, we obtain a small model
property for the coalgebraic µ-calculus, for every set of predicate liftings.

Corollary 1. If φ ∈ µMLΛ is satisfiable in a T -coalgebra, it is satisfiable in a
T -coalgebra of size exponential in the size of φ.

Moreover, given some mild condition on Λ and T , we obtain the following
complexity result.

Definition 8. Given sets A and X ⊆ PA, let UX : A → PX be the valuation
given by UX : a 7→ {B ∈ X | a ∈ B}. The one-step satisfiability problem for Λ
over T is the problem whether, for fixed A and X , a given formula φ is satisfiable
in T X under UX .

Theorem 4. If Λ has an EXPTIME one-step satisfiability problem over T , then
the satisfiability problem of µMLΛ over T -coalgebras is decidable in 2EXPTIME.

Proof. Let φ be a given formula in µMLΛ of size n, and let Aφ be the Λ-
automaton associated with φ, as in Proposition 1. On the basis of the remark
following Definition 7, the reader may easily check that Sat(Aφ) is a regular
game of size doubly exponential in n, and with a winning condition that is rec-
ognizable by an deterministic parity stream automaton of size exponential in n
and index polynomial in n. Hence by Theorem 1 the problem of determining the
winner of this game can be solved in doubly exponential time.

However, the game Sat(Aφ) has to be constructed in doubly exponential
time as well. The problem here concerns the complexity of the problem whether
a given pair (R,R) is an edge of the game graph. Under the assumption of the
Theorem, this can be done in time doubly exponential in n — note that the
length of the one-step formulas in the range of the transition function of Aφ may
be exponential in n.

5 One-step tableau completeness

In this section we show how our satisfiability game relates to the work of Ĉırstea,
Kupke and Pattinson [5]. We need some definitions — for reasons of space limi-
tations we omit proofs and refer to opus cit. for motivation and examples.

Definition 9. A one-step rule d for Λ is of the form

Γ0

γ1 · · · γn



where Γ0 ⊆ω Λ(X) and γ1, . . . , γn ⊆ω X, every propositional variable occurs at
most once in Γ0 and all variables occurring in each of the γi’s (i > 0) also occur
in Γ0. We write Conc(d) for the set Γ0 and Prem(d) for the set {γi | 1 ≤ i ≤ n}.

Given Γ, {φ} ⊆ω L0Λ(X), we say that Γ propositionally entails φ, notation:
Γ `PL φ, if there are Γ ′, {φ′} ⊆ω L0(Y ) and a substitution τ : Y → Λ(X) such
that τ [Γ ′] = Γ , τ(φ′) = φ and Γ ′ ` φ′ in propositional logic,.

For a set of such rules, with an automaton A we associate a so-called tableau
game, in which the rules themselves are part of the game board.

Definition 10. Let A = (A, aI , δ, Ω) be a Λ-automaton and let D be a set of
one-step rules for Λ. The game Tab(A,D) is the two-player graph game given by
the table below.

Position Player Admissible moves
R ∈ P(A×A) ∃ {Γ ⊆ω Λ(A×A) | (∀a ∈ ran(R))(Γ `PL ςaδ(a)}
Γ ⊆ω Λ(A×A) ∀

{
(d, τ) ∈ D× (A×A)X | τ [Conc(d)] ⊆ Γ )

}
(d, τ) ∈ D× (A×A)X ∃ {τ [γ] | τ : X → A×A, γ ∈ Prem(d)}

Unless specified differently, the starting position is {(aI , aI)}. An infinite match
R0Γ0(d0, τ0)R1Γ1(d1, τ1) . . . is won by ∃ if R0R1 . . . belongs to NBT (A,Ω).

Given the connection of Proposition 1 between formulas and automata, one
may show that our tableau games are virtually the same as the ones in [5]. Our
tableau game Tab(A,D) is (in some natural sense) equivalent to the satisfiability
game for A if we assume the set D to be one-step complete with respect to T .

Definition 11. A set D of one-step rules is one-step complete for T if for any
set Y of variables, any set S, Γ ⊆ω Λ(Y ) and valuation V : Y → P(S) the
following are equivalent:
(a) [[

∧
Γ ]]1V 6= ∅

(b) for all rules d ∈ D and all substitutions τ : X → Y with τ [Conc(d)] ⊆ω Γ ,
there exists γi ∈ Prem(d) such that [[

∧
τ [γi]]]1V 6= ∅.

The proof of the following equivalence is deferred to the appendix.

Theorem 5. Let A be a Λ-automaton and let D be a set of one-step rules for
Λ. If D is one-step complete with respect to T , then ∃ has a winning strategy in
Sat(A) iff ∃ has a winning strategy in Tab(A,D).

For the purpose of obtaining good complexity results for the coalgebraic µ-
calculus, in case we have a nice set D of derivation rules at our disposal, then
the tableau game has considerable advantages over the satisfiability game. The
point is that starting from a sentence φ ∈ µMLΛ, the size of the game board
of Tab(A,D) is not necessarily doubly exponential in the size of φ. If we follow
exactly the ideas of [5], with a suitable restriction of D, some further manipu-
lations may in fact yield a single exponential size game board, which may also
be constructed in single exponential time (in the size of the original sentence).



More specifically, in our framework of Λ-automata we may prove the main re-
sult of [5] stating that if Λ admits a so-called exponentially tractable, contraction
closed one-step complete set D of rules, then the satisfiability problem for µMLΛ-
sentences over T -coalgebras may be solved in exponential time.

6 Conclusions

In this paper we have introduced Λ-automata which are automata using predi-
cate liftings (Definition 4). We generalize [10] in that our presentation works for
any type of coalgebra i.e. no restriction on the functor.

We introduced an acceptance game (Definition 5) for Λ-automata, and estab-
lished a finite model property (Theorem 3) using a satisfiability game (Definition
7) for Λ-automata. We used this games to establish a 2EXPTIME boun on the
satisfiability problem of µMLΛ (Theorem 4).

We showed how our approach relates to the work in [5] by means of a game
based on tableau rules (Definition 10, Theorem 5).

There are still some unsolved issues. For instance, it seems worth to in-
vestigate the relation between coalgebra automata in [10] and the automata
introduced here.
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5. C. Ĉırstea, C. Kupke, and D. Pattinson. EXPTIME tableaux for the coalgebraic
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Appendix

Proof (of Proposition 1). The proof of this proposition is more or less rou-
tine. The basic idea is to define the intermediate concept of an unguarded Λ-
automaton A = (A, aI , δ, Ω) with δ : A → L0(A ∪ Λ(A)) admitting unguarded
occurrences of A in the unfolding of states. It is completely standard [6] to trans-
form φ into such an automaton Bξ, with size ≤ n and index ≤ d. Then we use
the approach of [10] to transform Bξ into an equivalent guarded automaton of
size ≤ dn and index d.

Proof (Implication (1 ⇒ 2) in Theorem 3). Let S = (S, σ, s0) be a pointed
coalgebra accepted by A. We will show that ∃ has a winning strategy in the
non-emptiness game Sat(A).

Before we go into the details of this definition, we need some terminology and
notation. By assumption, player ∃ has a winning strategy α in the acceptance
game for the automaton A with starting position (aI , s0). Since the acceptance
game is a parity game, we may assume this strategy to be positional. Given
two finite sequences s = s0 . . . sk ∈ S∗ and a = a0 . . . ak ∈ A∗, we say that
a α-corresponds to s if there is an α-conform partial match which has basic
positions (a0, s0) . . . (ak, sk). The set of all sequences in A∗ that α-correspond
to s is denoted as Corrα(s). Intuitively, this set represents the collection of all
α-conform matches passing through s.

The definition of the winning strategy for ∃ in the non-emptiness game Sat(A)
will be given by induction on the length of partial matches. Simultaneously we
will select, through the coalgebra S, a path s1s2 . . ., which is related to the
Sat(A)-match π as follows: At each finite stage R0R0R1 . . . Rk of π, R0 = RI ,

Tr(R1 . . . Rk) ⊆ Corrα(s0 . . . sk)
and each a ∈ Ran(Rk) occurs in some trace through R0 . . . Rk (*)

This implies in particular that for each element a ∈ Ran(Rk), the pair (a, sk) is
a winning position for ∃ in the acceptance game.

First, we check that when the satisfiability game starts, condition (*) is sat-
isfied. In this case, we have R0 = {(aI , aI)} and s is the one element sequence
s0. It is routine to verify that (*) holds.

For the induction step, assume that in the satisfiability game, the partial
match R = R0R0R1 . . . Rk has been played. First we will provide ∃ with an
appropriate response R ⊆ P(A×A).

Inductively, we have selected a sequence s = s0s1 . . . sk satisfying condition
(*). Since α is by assumption a winning strategy for ∃ in the acceptance game,
the pair (a, sk) is a winning position for ∃ for each a ∈ Ran(Rk). This means
that ∃’s strategy α will provide her with a collection of valuations {Va : A →
P(S) | a ∈ ran(Rk)} such that

T S, Va, σsk 1 δ(a). (4)

for all a ∈ Ran(Rk). The collection {Va | a ∈ Ran(Rk)} induces a map

fV : S → P(A×A)



given by

fV (s) := {(a, b) ∈ A×A | a ∈ Ran(Rk) and s ∈ Va(b)}.

Define Rk as the image of S under fV , that is,

Rk := fV [S].

Thus we may and will see fV as a surjective map from S to Rk.

Claim. Rk is a legitimate move for ∃ in Sat(A) at position Rk.

Proof. To see this, first observe that we have

T fV : T S → T Rk,

and so the object (T fV )σsk is indeed a member of the set T Rk.
Now, in order to prove that ∃ may legitimately play Rk at Rk, it suffices to

prove that, for all a ∈ Ran(Rk):

T Rk, URk
, (T hV )σsk 1 ςaδ(a). (5)

Fix a ∈ Ran(Rk), and abbreviate U := URk
, where URk

is defined as in Defini-
tion 7. Given (4), it clearly suffices to prove that

T Rk, U, (T fV )σsk 1 ςaφ iff T S, Va, σsk 1 φ (6)

for all formulas φ in L0(Λ(A)). We will prove (6) by induction on the complexity
of φ.

In the base case we are dealing with a formula φ = ♥λ(b1, . . . , bn). For
simplicity however we confine ourselves to the (representative) special case where
n = 1, and write b = b1. In this setting, (6) follows from the following chain of
equivalences:

T Rk, U, (T fV )σsk 1 ςaφ, ⇐⇒ T Rk, U, (T fV )σsk 1 ♥λ(a, b)
(definition of ςa and φ)

⇐⇒ (T fV )(σsk) ∈ λRk
[[(a, b)]]U (definition of )

⇐⇒ σsk ∈ (T fV )−1(λRk
[[(a, b)]]U )

(definition of (·)−1)

⇐⇒ σsk ∈ λSf−1
V ([[(a, b)]]U ) (†)

⇐⇒ σsk ∈ λS([[b]]Va) (‡)
⇐⇒ T S, Va, σsk 1 ♥λb (definition of )

Here the step marked (†) follows from λ being a natural transformation,
which implies that the following diagram commutes:

� < 1‘− 1‘− 1‘1; 700‘400 > [QS‘QT (S)‘QRk‘QT (Rk);λS ‘f−1
V ‘(T fV )−1‘λRk

]



The step marked (‡) follows from the identity [[b]]Va = f−1
V ([[(a, b)]]U ), which

follows from the following chain of equivalences, all applying to an arbitrary
s ∈ S:

s ∈ [[b]]Va ⇐⇒ s ∈ Va(b) (definition of [[·]])
⇐⇒ (a, b) ∈ fV (s) (definition of fV )
⇐⇒ b ∈ U(fV (s)) (definition of U = URk

)
⇐⇒ fV (s) ∈ [[(a, b)]]U (definition of [[·]])
⇐⇒ s ∈ f−1

V ([[(a, b)]]U )

Since the inductive steps in the proof of (6) are completely routine, and
therefore, omitted, this finishes the proof of (6), and thus also the proof of the
claim.

Given the legitimacy of Rk as a move for ∃ at position Rk, we may propose
it as her move in the satisfiability game. Note that this yields the definition of a
strategy.

Playing this strategy enables ∃ to maintain the inductive condition (*). In-
deed, by definition of Rk, for every R ∈ Rk there is an sR ∈ S such that
R = fV (sR). Hence if ∀ picks such a relation R, that is putting Rk+1 := R, ∃
adds state sR to her sequence s, putting sk+1 := sR.

To verify that the sequences R0 . . . Rk+1 and s0 . . . sk+1 satisfy (*), let a0 . . . ak+1

be a trace through R1 . . . Rk+1. Since R0 . . . Rk and s0 . . . sk satisfy (*), there
is an α-conform match of the form (a0, s0) . . . (ak, sk). In this match, when the
position (ak, sk) is reached, ∃ choose a marking Vak

: A → P(S) such that
S, Vak

, sk 1 δ(ak). Then, ∀ picks a pair (s, a) such that s ∈ Vak
(a). So in order to

show that there is a partial α-conform match of the form (a0, s0) . . . (ak+1, sk+1),
it suffices to prove that sk+1 ∈ Vak

(ak+1). Recall that (ak, ak+1) ∈ Rk+1. Since
Rk+1 = fV (sk+1), ak+1 belongs to Ran(Rk) and ak+1 ∈ Va(sk+1), which finishes
the proof that the first part of (*) holds for R0 . . . Rk+1 and s0 . . . sk+1.

It remains to show that for all a ∈ Ran(Rk+1), a occurs in a trace through
R0 . . . Rk+1. Fix a ∈ ran(Rk+1). So there exists ak ∈ A such that (ak, a) be-
longs to Rk+1. Since Rk+1 = fV (sk+1), ak belongs to Ran(Rk). Moreover, it
follows from the induction hypothesis that if a ∈ Ran(Rk), there is a sequence
a−1 . . . ak−1 such that a−1R0a0 . . . Rkak. Putting this together with (ak, a) ∈
Rk+1, this finishes to prove that a occurs in a trace through R0 . . . Rk+1.

Finally we show why this strategy is winning for her in the game Sat(A),
initiated at {(aI , aI). Consider an arbitrary match of this game, where ∃ plays
the strategy as defined above. First, suppose that this match is finite. It should
be clear from our definition of ∃’s strategy in Sat(A) that she never gets stuck.
So if the match is finite, ∀ got stuck and ∃ wins.

In case the match is infinite, ∃ has constructed an infinite sequence s =
s0s1s2 . . . corresponding to the infinite sequence R = R0R1R2 . . . induced by
the Sat(A)-match. It is easy to see that since the relation (*) holds at each finite
level, for every infinite trace a0a1a2 . . . through R there is an α-conform infinite



match of the acceptance game on S with basic positions (a0, s0)(a1, s1) . . . Since
α was assumed to be a winning strategy, none of these traces is bad. In other
words, the sequence R satisfies the winning condition of Sat(A) for ∃, and thus
she is declared to be the winner of the Sat(A)-match. Since we considered an
arbitrary match in which she is playing the given strategy, this shows that this
strategy is winning, and thus finishes the proof of the implication (1 ⇒ 2).

Proof (Of Theorem 5). For the direction from left to right, suppose ∃ has a win-
ning strategy α in Sat(A); we define a winning strategy β for ∃ in Tab(A,D). The
idea is that during a β-conform match R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)Rk,
∃ will maintain an α-conform shadow match R′

0R0 . . . R′
k−1Rk−1R

′
k such that

for all i ≤ k, Ri ⊆ R′
i.

The first position of any β-conform match is R0 = {(aI , aI)}. The first posi-
tion of its α-conform shadow match is R′

0 = {(aI , aI)}, hence R0 ⊆ R′
0.

For the induction step, let π = R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)Rk be a
β-conform match and let π′ = R′

0R0 . . . R′
k−1Rk−1R

′
k be its α-conform shadow

match such that for all i ≤ k, Ri ⊆ R′
i. At position R′

k in the α-conform match,
suppose that ∃’s choice is the set Rk ⊆ P(A × A). It follows from the rules of
Tab(A,D) that [[

∧
{ςaδ(a) | a ∈ Ran(Rk)}]]1URk

6= ∅.
Recall that for each a ∈ A the formula ςaδ(a) belongs to L0(Λ(A)). Hence the

formula
∧
{ςaδ(a) | a ∈ Ran(Rk)} can be rewritten in disjunctive normal form,

i.e. as a disjunction of conjunctions of formulas of the form ♥λ(a, b). So there is
a conjunct

∧
Γk of this disjunctive normal form such that [[

∧
Γk]]1URk

6= ∅.
We define the strategy β such that ∃’s next move in π is the set Γk ⊆

Up(A × A). Using basic propositional logic, it follows that for all a ∈ ran(Rk),
Γk `PL ςaδ(a).

Next, in the Tab(A,D)-match, suppose that ∀ plays and chooses a pair
(dk, τk), where dk ∈ D and τk : X → A × A are such that τk[Conc(dk)] ⊆ Γk.
Now ∃ has to find a set γ ∈ Prem(dk); since [[

∧
Γk]]1URk

6= ∅ and D is one-step
tableau-complete for T , there exists γ ∈ Prem(dk) such that [[

∧
τk[γ]]]URk

6= ∅.
We continue the definition of β by letting ∃ choose the set τk[γ] as the next
position in the Tab(A,D)-match, i.e. Rk+1 = τk[γ] ⊆ A×A.

Since [[
∧

τk[γ]]]URk
6= ∅, there exists R′

k+1 ∈ Rk such that Rk, URk
, R′

k+1 ∧
τk[γ]. We define the next move for ∀ in the α-conform match π′ as the relation

R′
k+1.

Now we check that the induction hypothesis remains true, i.e. Rk+1 ⊆ R′
k+1.

Fix (a, b) ∈ Rk+1. By definition of Rk+1, we get that (a, b) belongs to τk[γ].
Since Rk, URk

, R′
k+1 

∧
τk[γ], we have that R′

k+1 ∈ URk
(a, b). Recalling the

definition of URk
(see Definition 7), we see that (a, b) belongs to R′

k+1.
It remains to show that such a strategy β is winning for ∃ in Tab(A,D).

From the definition of β, it is straightforward to check that ∃ will never get
stuck. Hence we may confine our attention to infinite β-conform matches. Let
π = R0Γ0(d0, ς0)R1Γ1(d1, ς1) . . . be such a match. By definition of β, there
exists an α-conform shadow match π′ = R′

0R0R
′
1R1 . . . such that for all i ∈ N,

Ri ⊆ R′
i. Since α is a winning strategy for ∃, the stream R′

0R
′
1 . . . does not

contain any bad trace. Putting this together with the fact that Ri ⊆ R′
i (for all



i ∈ N), we obtain that R0R1 . . . does not contain any bad trace; that is, π is won
by ∃.

For the direction from right to left, suppose ∃ has a winning strategy β
in Tab(A,D). We need to provide a winning strategy α for ∃ in Sat(A). Dur-
ing an α-conform match R0R0 . . . Rk−1Rk−1Rk, ∃ will maintain a β-conform
shadow match R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)Rk. The first position of
any α-conform match is R0 = {(aI , aI)} and the first position of its β-conform
shadow match is also R0. For the induction step, let π = R0R0 . . . Rk−1Rk−1Rk

be an α-conform match and let π′ = R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)Rk

be its β-conform shadow match. In the α-conform match, ∃ has to define a set
Rk ⊆ P(A×A) such that

[[
∧
{ςaδ(a) | a ∈ Ran(Rk)}]]1URk

6= ∅. (7)

At position Rk in the β-conform shadow match, ∃ chooses a set Γk ⊆ Up(A×A)
such that Γk `PL

∧
{ςaδ(a) | a ∈ Ran(Rk)}.

We say that a set R ⊆ A×A is β-reachable from Rk if there is a β-conform
match of the form R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)RkΓk(d, τ)R. We define
α such that the next move for ∃ in the match π is the set Rk = {R ⊆ A ×
A |R is β-reachable from Rk }. To show that such a move is a valid move for ∃ in
Sat(A), we have to check that (7) holds. Since Γk `PL

∧
{ςaδ(a) | a ∈ Ran(Rk)},

it is enough to prove that [[
∧

Γk]]1URk
6= ∅. As D is one-step tableau-complete for

T , it suffices to verify that for all rules d in D and for all maps τ : X → A× A
such that τ [Conc(d)] ⊆ Γk, there exists γ ∈ Prem(d) such that [[

∧
τ [γ]]]URk

6= ∅.
Fix a rule d in D and a map τ : X → A×A such that τ [Conc(d)] ⊆ Γk. Now

consider the β-conform match R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)RkΓk(d, τ).
In this match, it is ∃’s turn and according to β, she chooses a set γ ∈ Prem(d),
making the relation τ [γ] as the new position. So the relation τ [γ] is β-reachable
from Rk; therefore it belongs to Rk. To show [[

∧
τ [γ]]]URk

6= ∅, it enough to
prove that Rk, URk

, τ [γ] 
∧

τγ; this follows from the definition of URk
.

Next, in the α-conform match, ∀ picks a relation Rk+1 ∈ Rk. By definition
of Rk, Rk+1 is β-reachable from Rk. So there is a β-conform shadow match of
the form R0Γ0(d0, τ0) . . . Rk−1Γk−1(dk−1, τk−1)RkΓk(dk, τk)Rk+1. This finishes
the definition of α.

We still have to check that the strategy α is winning for ∃ in Sat(A). For this
we observe that using α as a strategy ∃ will never get stuck. Hence we assume
that we are in an infinite α-conform match π = R0R0R1R1 . . . . By construction
of α, there exists a β-conform shadow match π′ = R0Γ0(d0, τ0)R1Γ1(d1, τ1) . . . .
Since π′ is won by ∃, R0R1 . . . does not contain any bad trace, therefore π is
won by ∃.


